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Preface of the editor

The installation of offshore wind parks represents a main contribution to the development

of renewable energy sources. Most of the offshore wind turbines (OWT) are founded on

monopiles, i.e. single piles with large diameter. The installation of theses piles in the seabed by

either impact driving or vibration causes changes of the soil state (density and effective stress),

which may influence the bearing capacity and the deformation behaviour of the pile under

subsequent loading. Under offshore conditions the high-cyclic loading caused by wind and

waves is of particular interest. During the lifetime of an OWTmillions of load cycles of different

amplitude act on the pile foundation, which may lead to an accumulation of deformation in

the soil and thus to a permanent tilting of the OWT endangering its serviceability.

The dissertation of Patrick Staubach concentrates on the numerical investigation of the influ-

ences of the installation-induced changes on the long-term deformations of OWT pile foun-

dations under high-cyclic loading. To enable realistic simulations of pile installation several

numerical tools have been further developed and combined. A u-p-U finite element consid-

ering relative accelerations between the fluid and the solid phase was implemented. A semi-

empirical approach based on soil permeability and loading frequency developed in the thesis

allows to judge if such elements are necessary or if the simpler u-p formulations are sufficient

for dynamic simulations considering consolidation. Furthermore, element- and segment-based

Mortar discretization techniques for the pile-soil contact were developed and adopted to the

pile installation problem. An existing approach to apply arbitrary continuum constitutive

models as constitutive contact model was enhanced in order to guarantee the consistency of

all stress components between the contact and the adjacent continuum elements. A hydrome-

chanically coupled Coupled Eulerian Lagrangian (CEL) approach for large deformations was

supplemented by the consideration of fluid acceleration.

The fields of state variables at the end of the simulation of installation were transferred to a

second FE model which predicts the long-term deformations by means of a high-cycle accumu-

lation (HCA) model. The HCA simulations were improved by the incorporation of an adaptive

strain amplitude. This novel approach allows an automated update of the field of the strain

amplitude during simulations with a HCA model. Furthermore, a HCA model for clay was

introduced. All numerical tools were incorporated in the in-house FE code numgeo developed

by Jan Machaček and Patrick Staubach. They were validated by the back analysis of various

model tests. A good agreement between the numerical predictions and measurements could be

confirmed for interface shear tests in which wall segments of different roughness were moved

against the soil, for vibratory pile driving tests in water-saturated sand and for piles installed

in dry sand subjected to lateral high-cyclic loading.



A parametric study on typical OWT piles in either sand or clay reveals that the installation-

induced changes may either increase or decrease the long-term pile deformations depending on

the soil type, the installation method (impact driving or vibration) and drainage conditions.

Therefore, wished-in-place simulations may not be conservative in all cases.

The dissertation of Patrick Staubach represents the most complete and realistic numerical

study to date on the influence of installation-induced changes in soil state on the long-term

deformations of piles subjected to high-cyclic loading. Furthermore, the numerical tools devel-

oped in the framework of this thesis will be very helpful to solve other problems of geotechnical

research in future.

Torsten Wichtmann
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Abstract

This work presents contributions to the numerical modelling of the installation process and

subsequent high-cyclic loading of piles, such as relevant for pile foundations for offshore wind

turbines (OWTs). The developed numerical tools are implemented in the finite element code

numgeo (www.numgeo.de), which is available for download.

The influence of relative acceleration between soil grains and pore fluid, neglected by the

most common hydro-mechanically coupled finite element formulation (u-p formulation) but

relevant for pile driving processes with high frequencies, is investigated by a novel analytical

solution and various finite elements discretising the fluid displacements in addition to the fluid

pressures. It is found that only for very large frequencies (> 50 Hz) with simultaneously

high values of hydraulic conductivity (> 10−3 m/s) the relative acceleration is of importance.

Therefore, the u-p formulation is found to be applicable for the analysis of vibratory pile

driving.

Constitutive models for the prediction of the mechanical response of soils to millions of load

cycles (so-called high-cycle accumulation (HCA) models) are extended to be applicable for

partially drained conditions by incorporation of a so-called adaptive strain amplitude, taking

into account changes in soil stiffness during the high-cyclic loading. A HCA model for clay

is implemented and applied to the analysis of monopiles for OWTs subjected to cyclic lateral

loading with numerous load cycles.

Two different mortar contact discretisation techniques are developed and implemented in the

finite element code numgeo. It is demonstrated that a segment-based mortar contact discreti-

sation technique can be superior to an element-based technique in terms of numerical stability

for vibratory pile driving in water-saturated soil. A general framework for the formulation of

constitutive interface models based on constitutive continuum models is presented. Interface

models based on Hypoplasticity with intergranular strain extension, the Sanisand model and

the HCA model are formulated. In contrast to existing formulations, the boundary conditions

are not only satisfied for the continuum but also for the interface zone, considering all stress

and strain components in the interface. The simulation of large-scale cyclic interface shear

tests shows that only the novel interface formulations allows to correctly consider the stress

conditions in the interface zone.

The simulation of the pile installation process using a (hydro-mechanically coupled) Coupled

Eulerian-Lagrangian method, which is extended to dynamic analyses, shows that for dry sand

the installation-induced changes in the soil state result in a stiffer response of the pile to

subsequent loading compared to simulations without consideration of the installation process.



Less permanent deformation is accumulated when the pile is subjected to high-cyclic loading

using the HCA model following the installation process. However, for water-saturated initially

dense sand and larger pile diameters, such as encountered for foundations for OWTs, less

influence of the installation process is found. The better the drainage conditions during

driving, the lower the accumulation of permanent deformations during subsequent high-cyclic

loading. Lower accumulation of permanent deformations occurs if ideally drained conditions

during driving are assumed. In case of clay, jacked piles show less accumulation of deformations

when subjected to lateral cyclic loading compared to simulations neglecting the installation

process, especially for a larger number of load cycles and for initially overconsolidated soils.



Zusammenfassung

In dieser Arbeit werden Beiträge zur numerischen Modellierung des Installationsprozesses

und der anschließenden hochzyklischen Belastung von Pfählen vorgestellt, wie sie für Pfahl-

gründungen für Offshore-Windenergieanlagen (OWA) relevant ist. Die entwickelten numerischen

Werkzeuge sind in dem Finite Elemente Programm numgeo (www.numgeo.de) implementiert,

welches zum Download zur Verfügung steht.

Der Einfluss der relativen Beschleunigung zwischen Bodenkörnern und Porenflüssigkeit, welcher

von der etablierten hydraulisch-mechanisch gekoppelten Finite Elemente Formulierung (u-p

Formulierung) vernachlässigt wird, aber für Rammvorgänge mit hohen Frequenzen relevant

ist, wird mit einer neuartigen analytischen Lösung und verschiedenen Finiten Elementen un-

tersucht, die zusätzlich zu den Fluiddrücken auch die Fluidverschiebungen diskretisieren. Es

zeigt sich, dass die relative Beschleunigung nur für sehr große Frequenzen (> 50 Hz) bei

gleichzeitig hohen Werten der hydraulischen Durchlässigkeit (> 10−3 m/s) von Bedeutung

ist. Die u-p-Formulierung ist dementsprechend für die Simulation der Vibrationsrammung

geeignet.

Stoffmodelle für die Modellierung des Bodenverhaltens bei einer Belastung mit Millionen von

Lastzyklen (sogenannte hochzyklische Akkumulationsmodelle (HCA) Modelle) werden erweit-

ert, so dass sie auch für partiell dränierte Bedingungen anwendbar sind. Dafür wird eine adap-

tive Dehnungsamplitude entwickelt, welche die Änderungen der Bodensteifigkeit während der

hochzyklischen Belastung berücksichtigt. Ein HCA-Modell für Ton wird implementiert und

für die Langzeitprognose von Monopiles für OWA eingesetzt, welche einer zyklischen lateralen

Belastung mit einer großen Anzahl von Lastzyklen ausgesetzt sind.

Es werden zwei verschiedene mortar-Kontakt Diskretisierungen entwickelt und in numgeo im-

plementiert. Es wird gezeigt, dass eine Segment-basierte mortar Methode einer Element-

basierten Technik in Bezug auf die numerische Stabilität der Simulation der Vibrationsram-

mung in wassergesättigtem Boden überlegen sein kann. Eine neuartige Formulierung von kon-

stitutiven Interface-Modellen auf der Grundlage von Kontinuumsmodellen wird vorgestellt. Es

werden Interface-Modelle auf der Grundlage der Hypoplastizität mit Erweiterung um inter-

granulare Dehnungen, dem Sanisand-Modell und dem HCA-Modell formuliert. Im Gegensatz

zu bestehenden Formulierungen werden die Randbedingungen nicht nur für das Kontinuum,

sondern auch für die Interface-Zone erfüllt, wobei alle Spannungs- und Dehnungskomponenten

in der Interface-Zone berücksichtigt werden. Die Simulation von zyklischen großmaßstäblichen

Interface-Scherversuchen zeigt, dass nur die neuartigen Interface-Formulierungen eine korrekte

Berücksichtigung der Spannungszustände in der Interface-Zone ermöglichen.



Die Simulation des Rammvorgangs mit einer (hydraulisch-mechanisch gekoppelten) Coupled

Eulerian-Lagrangian Methode, welche auf dynamische Analysen erweitert wird, zeigt, dass bei

trockenem Sand die durch die Installation induzierten Änderungen des Bodengefüges zu einer

steiferen Reaktion des Pfahls auf nachfolgende Belastungen führen. Wenn der Pfahl nach dem

Einbau hochzyklisch belastet wird, prognostizieren die Simulationen mit dem HCA-Modell

eine geringere bleibende Verformung, wenn der Installationsprozess berücksichtigt wird. Für

wassergesättigten, anfänglich dicht gelagerten Sand und größeren Pfahldurchmessern, wie sie

bei OWA anzutreffen sind, wird jedoch ein geringerer Einfluss des Installationsprozesses fest-

gestellt. Je besser die Dränagebedingungen während des Rammvorgangs sind, desto geringer

ist die Akkumulation bleibender Verformungen bei der anschließenden hochzyklischen Belas-

tung. Eine vergleichsweise geringere Akkumulation von bleibenden Verformungen tritt auf,

wenn während der Rammung ideal dränierte Bedingungen angenommen werden. Bei Pfählen

in Ton zeigen Simulationen mit Berücksichtigung des Installationsprozesses eine geringere

Akkumulation von Verformungen, wenn sie einer lateralen zyklischen Belastung ausgesetzt

sind, verglichen mit Simulationen, die den Einbauprozess vernachlässigen, insbesondere für

eine größere Anzahl von Lastzyklen und für anfänglich überkonsolidierte Böden.
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Chapter 1

Introduction

1.1 Motivation

The installation of piles changes the state of the surrounding soil. It is known from experimental

investigations that the pile response to loading following the installation process is influenced

by the installation method [114, 18, 362, 5]. For instance, vibratory driven piles in water-

saturated soils are often reported to have less load capacity compared to impact driven or

jacked piles [75, 282, 245, 144, 5] (see Fig. 1.1a for vibratory pile driving). In addition, vibratory

driven piles tend to accumulate more deformation when subjected to cyclic lateral loading

compared to impact driven piles [198, 362]. The lower resistance of vibratory driven piles is

also mentioned in the German guidelines for piles ”EA Pfähle” [94]. However, no guidelines

for the estimation of the amount of reduction are given in [94], which shall be determined

by a geotechnical expert. The Overseas Coastal Area Development Institute of Japan [380]

incorporates similar advises as the ”EA Pfähle” by recommending to switch to impact driving

for the final phase of the vibratory driving process of a pile in order to ensure its bearing

capacity.

The spatial distribution of relative density following the installation of a pile in initially dense

sand obtained from a numerical simulation (further explained in Section 8.2) is displayed in

Fig. 1.1b. It is well visible that the installation causes strong compaction of the sand in the

vicinity of the pile tip, whereas a loosening is observed close to the pile shaft. This installation-

induced alteration of the soil state influences the response of the pile once in service.

Following their installation, piles are frequently used to transfer cyclic loads from a structure to

the subsoil. The analysis of the serviceability of pile foundations is of special interest for offshore
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Figure 1.1: a) Vibratory driving of instrumented piles performed by the company Hottinger

Brüel & Kjaer at the Maasvlakte (Rotterdam, Netherlands) in September 2020 in order to

investigate the suitability of the vibratory driving technique for offshore foundations [172].

b) Relative density in the vicinity of a pile after installation (obtained from a numerical

simulation). c) Loading of a monopile foundation for OWT by wind and water waves.

wind turbine (OWT) foundations (see Fig. 1.1c for a monopile foundation), which typically

have only a small tolerance towards tilting. Since they are continuously loaded by wind and

water waves over a long time period, methods to estimate the long-term deformations are

required. Numerical simulations using special constitutive models for the high-cyclic loading

are one possibility. Up to now, the installation effects are, however, usually not accounted for

in numerical analyses of piles [4, 6, 233, 78, 84, 401, 191, 23, 39, 65, 74, 62, 215, 279, 280, 58,

7, 357, 188, 281, 441, 130, 175, 190]. It is unclear if this practice is conservative or not.

The installation of the foundations for OWTs has to be carried out under strict environmental

and nature conservation conditions; in particular, the sound emissions during installation have

to be limited to protect marine mammals. The usual installation method of impact pile driving

can only meet these requirements by using additional technical solutions to reduce pile driving

noise. Due to the lower noise emission, there is an increasing interest in the investigation of the

applicability of vibratory driving and alternative driving methods, such as ”Gentle Driving of

Piles” [386] amongst others, for the installation of monopiles for OWTs. It is, however, yet
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unclear if the current design practices for the lateral loading of the foundation can be applied

to vibratory driven piles since the methods applied are based on experience from impact driven

piles.

To improve the understanding of the mechanisms during pile installation and the impact on the

(cyclic lateral) loading behaviour of the pile once in service, numerical methods can be applied.

There is, however, no state of the art method for the simulation of pile driving. Especially

in case of water-saturated soils, only a few numerical studies exist, which often simplify the

physical processes strongly (e.g. only ideally drained/ideally undrained conditions, no friction

between pile and soil or no consideration of inertia [145, 158, 165, 159, 161, 68, 67, 349,

275, 86, 277]). Many different challenging aspects are met for the numerical analysis of pile

driving. Those are namely large deformations of the soil, contact constraints between pile and

soil, hydro-mechanically coupled processes and (high frequency) dynamics in case of impact

and vibratory pile driving. Different finite element formulations for the numerical analysis of

hydro-mechanically coupled processes exist, but not all are necessarily suitable for dynamics

with high wave frequencies [451, 310]. A (purely) Lagrangian representation of the soil may

also be of disadvantage, since finite element formulations established in a classical Lagrangian

framework are conventionally limited to merely small deformations. Special numerical schemes

such as the Material-Point-Method (MPM) [3, 133] or Eulerian element techniques [27] are

required to model the large deformations occurring during the simulation of pile installation.

The soil-pile interface behaviour plays a mayor role during pile driving [209, 293, 387, 182, 328].

Great care should be taken in the numerical treatment of the contact constraints since they

add severe non-linearities to the problem at hand [336, 123]. This includes the discretisation

of the contacts, the enforcement of the contact constraints and the constitutive description

of the interface subjected to shearing. Due to cyclic interface shearing in case of impact or

vibratory pile driving, the constitutive interface models utilised should be able to reproduce

the soil response to cyclic loading. Numerically stable contact modelling techniques capable to

take into account large deformations are required for the simulation of pile installation, which

places high demands on the numerical code utilised. Even though being directly linked, most

research work has either focused on the continuum mechanical aspects of contact mechanics

(i.e. discretisation of the contacts and enforcement of constraints) or the geomechanical aspects

(i.e. constitutive interface behaviour). This work aims to bridge both aspects.

For the numerical analysis of pile installation processes, different finite element formulations,

constitutive (interface) models and contact discretisation techniques are developed and imple-

mented in the finite element code numgeo [238], which is a joint project of Machaček [242] and

the author of this work, in the scope of this dissertation. To estimate the deformation of piles

3



subjected to (long-term) cyclic loading with a large number of loading cycles following their

installation process, the high-cycle accumulation (HCA) model [267] is applied. It is further-

more extended by a so-called adaptive strain amplitude, allowing for the analysis of high-cyclic

loading accompanied by rapid changes of soil stiffness (e.g. relevant for foundations of OWTs

in soils with low hydraulic conductivity due to built-up of excess pore water pressures caused

by the cyclic loading). Moreover, a HCA model for clay is implemented and subsequently used

for the prediction of the long-term response of monopile foundations for OWTs subjected to

a large number of lateral load cycles.

1.2 Outline

A literature review regarding the effect of pile installation on the surrounding soil and the pile

response to cyclic loading is given in Chapter 2. In addition, existing numerical approaches

for modelling the installation as well as the cyclic loading of piles are recapped.

The adopted continuum mechanical model for the description of the multi-phase material soil

and the basic governing equations are introduced in Chapter 3.

The discretisation of the governing equations using different hydro-mechanically coupled finite

element formulations based on the Lagrangian framework is presented in Chapter 4. Attention

is paid to the treatment of the relative acceleration between pore fluid and grains relevant for

analyses with high wave frequency. A novel semi-analytical solution for the wave propagation

in a fluid-saturated medium is presented for this purpose, which allows to express the influ-

ence of the relative acceleration solely in terms of hydraulic conductivity and highest wave

frequency. Different hydro-mechanically coupled element formulations are evaluated based on

the derived semi-analytical solution. In addition to Lagrangian finite element formulations,

a hydro-mechanically coupled Eulerian formulation for the analysis of large deformations is

presented.

The constitutive soil models which are applied and extended in the framework of this thesis are

introduced in Chapter 5. An adaptive definition of the strain amplitude for the HCA models,

taking into account the change of soil stiffness during the high-cyclic loading, is proposed.

Chapter 6 is devoted to contact mechanics. The development of two mortar contact discretisa-

tion techniques is presented. Advanced constitutive interface models based on the Hypoplas-

ticity and the Sanisand model are developed. A novel constitutive contact model for the

simulation of high-cyclic shearing of interfaces using the HCA model is proposed.
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The finite element code numgeo is introduced in Chapter 7. Notes about the implementation

of the numerical methods presented in the previous chapters are provided. The performance

of the code is exemplary shown for different boundary value problems (BVPs).

In Chapter 8, the developed numerical tools are validated and the influence of the pile instal-

lation process on the pile behaviour during subsequent loading is investigated. The proposed

constitutive interface models are applied to the simulation of large-scale cyclic interface shear

tests. Numerical simulations of (vibratory) pile driving using the developed Lagrangian and

Eulerian element formulations in conjunction with the developed contact discretisation tech-

niques and constitutive contact models are presented. The influence of the installation process

on the response of piles to subsequent (cyclic) loading is investigated by the back-analysis of

model tests and for monopile foundations for OWT. The long-term behaviour of vibratory

driven piles is compared to impact driven piles. The adaptive strain amplitude definition for

the HCA models is applied to the investigation of the long-term behaviour of monopile foun-

dations in soil with low hydraulic conductivity. The HCA model for clay is validated by a

back-analysis of centrifuge tests on monopiles subjected to cyclic lateral loading. Following,

the long-term behaviour of monopile foundations for OWTs in clay is investigated in a para-

metric study. Finally, the installation of a monopile in clay is simulated and the pile response

to subsequent (high-cyclic) lateral loading is compared to a simulation without consideration

of the installation process.

1.3 Notation

The following notation is used: Vectors and second order tensors are written with bold font,

e.g. a and A. A Cartesian coordinate system with the orthogonal unit vectors ei for i = 1, 2, 3

is used. This system may be subjected to a rotation then given by unit vectors e′i. Fourth

order tensors are written sans serif, e.g. E. The divergence is div(a) = ai,i for i = 1, 2, 3 and

the gradient grad(a) = ai,j for i, j = 1, 2, 3. For the vector product (·), a · b = aibi holds.

The trace of a tensor is tr(A) = Aii for i = 1, 2, 3. Contraction of tensors is written with a

colon for second order tensors A : B = tr(A · BT ) = AijBij, and for fourth order tensors

E :: E = EijklEijkl. Dyadic multiplication is written A ⊗ A = AijAkl. The euclidean norm

∥A∥ =
√
A : A is used. Normalisation is denoted by A→ = A/∥A∥. The deviator is defined

by A∗ = A − 1
3
tr(A)I, where I = diag[1, 1, 1]. If not stated otherwise, the mechanical sign

convention for stress and strain is applied. The mean stress p = −1
3
tr(σ) of the (effective)

stress tensor σ and the scalar stress deviator q =
√

2
3
∥σ∗∥ are used.
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Chapter 2

Pile response to cyclic loading and the

influence of the installation process

An overview of the most relevant findings with respect to the influence of the pile installation

process on the surrounding soil, the response of piles to cyclic loading and the impact of the

installation process on the response of piles to subsequent loading is given in the following.

In addition, existing numerical approaches for the analysis of the pile installation process and

for the modelling of the (high-)cyclic loading behaviour of piles are recapped. The focus is on

piles installed in sandy soils. Piles installed in clay are briefly addressed. Note that for other

topics covered in this work (e.g. finite element formulations and contact mechanics) separate

literature reviews are given in the corresponding chapters.

2.1 Experimental studies

2.1.1 Pile installation process

Impact pile driving is the most widespread pile installation method for foundations of OWTs

and thus there is extensive experience in driving and estimating the pile response to subsequent

loading. High levels of (underwater) noise are emitted during the driving process [164, 143],

which can be problematic when installing offshore piles. For instance, the German Federal

Environment Agency enforces a restriction of noise level to 190 dB for installation of offshore

structures [389]. Impact driving can lead to sound levels well over 200 dB [314], which affects

the local fauna [148].
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Monotonic jacking is conventionally only used for piles with small dimensions. The installation

of long piles or piles with a large cross-section would require a very strong abutment, making

the method uneconomical.

Compared to impact driving, vibratory driving exhibits lower noise emissions. The cyclic

movement of the pile during driving reduces the resistance in the soil such that the pile can

be driven with relatively low static forces. Vibratory driving is often used in case of water-

saturated soil, or it is combined with impact driving in case the penetration resistance can

not be overcome during the installation process.

Piles in sand

The effects of pile driving on the state of the soil in the vicinity of the pile have so far been

investigated primarily for jacking and impact driving. From experiments in dry sand it is

known that the stress below the pile tip increases significantly and grain crushing can occur

[432]. Once the pile tip passes the soil, a sharp reduction of effective (radial) stress acting

on the pile shaft was observed in experiments [404, 432, 307, 181, 57]. This effect has been

described by [403] and was later referred to as the ”cavity expansion-contraction” mechanism

[183]. A schematic of the development of the radial stress in the soil close to the pile shaft

is given in Fig. 2.1a (based on [403]). Large radial stress acts in the soil close to the pile tip.

Immediately after passing of the pile tip, the radial stress reduces sharply close to the shaft.

With increasing distance h (measured from the pile tip directed to the ground surface), the

radial stress tends to reduce further, which is known as friction fatigue [155] or h/R effect

[51] (in some papers, the term h/R effect is used to describe a general change of the soil state

with h, not necessarily a reduction of radial stress). A schematic of this phenomenon is given

in Fig. 2.1b based on [183]. The h/R effect is more pronounced in case of cyclic shearing as

occurring during vibratory pile driving. In general, cyclic interface shearing is observed to lead

to larger contraction of the soil in the interface zone compared to monotonic shearing [90, 92,

256].

The large increase in radial stress and the subsequent sharp reduction in the interface zone

during the pile installation process are well visible from the results of a numerical simulation

of the jacking of a pile in dry sand displayed in Fig. 2.1c. The simulations are documented in

[359] and were performed using the Coupled Eulerian-Lagrangian (CEL) method. In addition,

the friction fatigue effect is well visible in the plot on the far right.
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Figure 2.1: a) Schematic of the development of effective normalised radial stress σr/σr,max

acting in the soil in the vicinity of the pile shaft with respect to the distance h from the

pile tip divided by the pile radius R (modified from [403]). b) Reduction of σr/σr,max with

ongoing pile penetration known as friction fatigue or h/R effect (modified from [183]). c)

σr/σr,max during a simulation of jacking of a pile in a small-scale model test using the CEL

method (x: distance from pile shaft). The distributions of σr/σr,max at different times of the pile

penetration process and at different depths are given with respect to the normalised distance

from the pile shaft (after [359]).
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Over time, the effective radial stress acting normal to the pile shaft, reduced by the installation

process, may increase again. This, however, is not connected to excess pore water pressure

dissipation but attributed to a reduction of the high stress gradients in the vicinity of the pile

shaft [66, 223]. This phenomenon is referred to as set-up effect and is for instance described

in [66, 403]. The set-up effect is schematically shown in Fig. 2.1a. Even though the literature

on set-up effects of driven piles is extensive (e.g. [329, 135, 207, 9, 152]), the impact of the

installation method on the increase of pile resistance due to the set-up has not been quantified

yet. The only study mentioning an influence of the installation method is [223, 222], stating

that the set-up effect is stronger in case of impact driven piles compared to jacked piles. No

study regarding the set-up effect of vibratory driven piles exists yet. However, there is no

consensus in the literature for which conditions set-up effects occur and which processes cause

them (see e.g. [207, 383] for a comprehensive overview regarding set-up effects). The recently

performed study reported in [383], investigating possible set-up effects following jacking in dry

sand in a calibration chamber, did not observe any stress redistribution nor any movement of

soil particles using digital image correlation.

During installation of an open-ended pile, the rate of pile penetration may be higher than

the rate of soil entering the inner of the pile. In dense soil and for piles with small diameters

the soil may become plugged in the pile causing the so-called soil plugging effect [89, 158,

160, 162]. In this case, the response of the pile during the installation process becomes similar

to a closed-ended pile and the penetration resistance increases sharply. Therefore, if the soil

plugging effect is not properly accommodated for, the dimension of the chosen pile driver

may not be appropriate. Furthermore, the bearing capacity of the installed pile is significantly

higher if soil plugging occurred. For the dimensioning of driven piles subjected to vertical

loads, the German guidelines for piles ”EA Pfähle” [94] assume a fully plugged state, using

the outlined area of the pile tip to calculate the vertical resistance of the pile. The occurrence

of soil plugging depends, however, largely on the drainage conditions during driving. Fast

driving in soil with low hydraulic conductivity leads to less soil plugging since the effective

radial stresses inside the pile, leading to arching and impaction of the soil, are reduced [306]. In

addition, the wall friction angle and hence the interface behaviour influences soil plugging. In

a series of centrifuge tests, jacked piles were observed to show less tendency towards formation

of a soil plug compared to impact driven piles in loose sand [157]. Opposite tendencies are

reported in [304], which are explained by the inertia of the soil inside the pile, absent in case of

jacking, causing the soil to resist moving together with the pile. In numerical studies presented

in [158], jacked piles are also found to show high radial effective stresses inside the pile, while

impact and vibratory driving lead to merely small increases in stress. Field tests reported in
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[163] show that impact driven piles tend to show soil plugging, while vibratory driven piles do

not. This can be attributed to the development of larger excess pore water pressure inside the

pile in case of vibratory driving, reducing the effective radial stresses inside the pile.

Piles in clay

Numerous research studies have been conducted to investigate the installation-induced changes

during pile driving in clay, mostly through field testing. Comprehensive reviews of the major

findings can be found in [304, 99, 87]. In the following, the most relevant aspects for the

research conducted in this work are briefly recapped.

During installation, an increase in (total) stresses and pore water pressure close to the pile

tip occurs [72, 305]. While installation in overconsolidated soils results in an increase in total

and effective radial stresses [51], there is little or no increase in effective radial stress at low

values of initial overconsolidation ratio (OCR) [211]. For larger values of initial OCR, negative

excess pore water pressures may develop near the pile shaft [51, 304]. As the distance h of

the soil from the pile tip increases, the total stress decreases. In contrast to the installation

in sand, the h/R effect does not necessarily describe a reduction of effective radial stress with

increasing h/R for piles in clay [73, 210].

After the installation is finished, the total stresses decrease, in particular close to the pile tip

[211]. The dissipation of excess pore water pressure after installation results in an increase

in effective radial stresses in normally consolidated or slightly overconsolidated clay once the

consolidation process is complete [211]. In contrast, a reduction in effective radial stresses may

occur in highly overconsolidated clay during the consolidation phase [51, 210]. Results of field

tests comparing open and closed-ended piles indicate that the effective radial stresses are not

influenced by the different pile configurations [98].

2.1.2 Pile response to cyclic (lateral) loading

Piles in sand

The behaviour of piles under cyclic lateral loading has been subject of numerous experimen-

tal investigations: Small-scale experiments with constant load amplitude and uni-directional

loading are documented in [76, 79, 77, 206, 287, 23, 126, 308, 435]. In order to investigate

the pile behaviour under realistic stress conditions, while maintaining controlled boundary

conditions, a series of centrifuge model tests have been carried out in addition [320, 40, 385].
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Model tests to investigate the influence of alternating loading directions can be found in [320,

318, 316, 319]. In many of these experimental studies, the aim was to model the installation

of the pile prior to cyclic lateral loading as realistically as possible (e.g. impact pile driving by

using a light plastic hammer in [206]). In other model test series, the effect of the installation

was completely neglected or not represented realistically. In these cases, the soil was either

installed around the pile or the installation was carried out before the centrifuge was spun-up

(i.e. pile installation at 1 g) [320].

Even though important findings regarding the influence of installation on the bearing be-

haviour of piles were obtained from the model tests, their transferability to real-scale piles

is not unconditional. In particular, this concerns the installation process itself: while in situ

tens of thousands blows are often needed during impact pile driving to bring the pile to its

final depth (in particular for monopile foundations for OWT), in the laboratory a few hundred

blows are usually sufficient to drive the pile to its final embedment depth [206, 316].

A specific investigation of the influence of the pile installation process on the lateral bearing

behaviour was undertaken in [114, 194, 103] using centrifuge model tests. Klinkvort [194]

investigated the jacking of piles in dense homogeneous Fontainebleau sand with an initial

relative density of approximately 90 % in a centrifuge. The piles were installed both at 1 g and

after the centrifuge was spun-up to the value used for the lateral loading of the pile. Figure

2.2a shows the dimensionless lateral load versus the dimensionless deflection of the two piles

installed at 1 g and after spin-up, respectively. The lateral resistance of the pile installed at 1 g

is less compared to the resistance of the pile installed following the spin-up. This is due to the

alteration of the stress in the vicinity of the pile caused by the installation process, which is

less in case of installation at 1 g since the subsequent spin-up reduces the installation-induced

stress compared to the overburden stress. Similar observations have been made in [103, 114]. In

[114], the influence of the pile installation technique on the response to subsequent monotonic

lateral loading has been investigated in a centrifuge. The piles have been installed after spin-

up of the centrifuge. Compared to jacked piles, impact driven piles showed less displacement

at the same applied lateral loading. In contrast, in recently performed field tests comparable

response to lateral loading of jacked and impact driven piles was observed [18]. The differences

in these findings are likely to be caused by an influence of pile geometry, initial soil state and

specifications of the applied driver.

Recently, field tests to investigate the influence of the pile installation technique on the response

to lateral loading have been performed in a test pit at the Institute of Geomechanics and

Geotechnics at Braunschweig University [362]. The piles had a diameter of 0.61 m and were
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Figure 2.2: a) Lateral loading resistance of piles in centrifuge tests jacked either prior to the

spin-up of the centrifuge or after spin-up (H: horizontal force, γ: dead weight of soil, d: pile

diameter, y: lateral deflection) [194]. b) Field tests on vibratory driven piles performed at

Technische Universität Braunschweig [362]. c) Horizontal pile head displacement during cyclic

lateral loading following the installation by impact and vibratory driving, respectively [362].

driven 2.4 m in water-saturated sand with an initial relative density of approximately 70 %.

The hydraulic conductivity of the sand was approximately 5·10−4 m/s. A photo of the set-up of

the vibratory pile driving test is given in Fig. 2.2b. Vibratory driving was either performed in

a free-riding manner or crane-guided. In contrast to impact driven piles, for which an increase

in effective radial stress in the vicinity of the pile tip was observed, the effective stress did

not change as significantly for the crane-guided vibrated piles. However, piles vibrated in a

free-riding manner showed similar increase in effective stress as the impact driven piles. With

regard to the monotonic lateral load behaviour, significant differences were found between

impact driven and crane-guided vibrated piles. A stiffer response was observed for the impact

driven pile. The results of the lateral cyclic loading tests following the pile installation process

are depicted in Fig. 2.2c. The pile head displacement versus number of applied load cycles is

displayed. The impact driven pile shows significantly lower accumulation of deformation under

the cyclic load compared to the crane-guided vibrated pile. Free-riding vibrated piles showed

accumulated displacements in between those of impact driven and crane-guided vibrated piles.

For all piles, a steady increase in the system stiffness with increasing number of load cycles

was observed. As a result of the cyclic lateral loading of the pile, stress redistribution occurred
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in the soil close to the pile. However, the increased radial stress close to the pile tip caused by

the installation process by impact driving was still present after 10,000 lateral load cycles.

The results of [362] are in accordance with those of another recent field test campaign con-

ducted by Achmus et al. [5], where the lateral load behaviour of vibrated piles was compared

to impact driven piles. The subsoil at the test side close to Cuxhaven (Germany) consisted

mainly of fine to medium coarse silica sands in a medium dense to dense initial state. The

water table was located 4.2 m below the ground surface. The piles had a diameter of 4.3 m and

were driven to a depth of approximately 19 m. When subjected to monotonic lateral loading

following the installation, the secant stiffness of the vibrated pile was in maximum 60 % lower

than that of the impact driven pile. A large influence of the specifications of the vibrator on

the response to lateral loading was found. Piles vibrated over larger span of time, applying a

vibrator with less power, showed larger resistance to lateral loading compared to piles which

were vibrated faster.

In contrast to these studies, another recent field test campaign found that vibratory driven

piles had a slightly higher resistance to lateral monotonic loading than impact driven piles

[18]. It was hypothesised that the higher resistance was due to greater compaction of the soil

caused by vibratory driving. In these tests, the soil consisted of medium dense unsaturated

sand. Similarly to the results of these field tests, vibratory driven piles in a small-scale 1 g

model test set-up with water-saturated dense sand showed a comparable behaviour to cyclic

lateral loading for a number of load cycles larger than 10 [169] or even a lower accumulation

of deformations compared to impact driven piles [204].

Piles in clay

Due to cyclic lateral loading, a reduction in stiffness of the soil surrounding the pile with

increasing number of cycles occurs, which is mainly a result of a built-up of excess pore water

pressure. This has for instance been observed in field tests with up to one thousand lateral load

cycles on piles (diameter D = 0.273 m and D = 1.22 m) in stiff overconsolidated clay [101].

Similar results were obtained in recent field tests on monopile foundations with a diameter of

2.2 m in soft clay reported in [448] as well as in the pioneer work of Matlock [248] (in soft

clay) and Reese et al. [313] (in heavily overconsolidated clay). In [397] a strong degradation

of the lateral stiffness of the pile (D = 0.8 m, founded in soft clay) was observed during

the cyclic loading as soon as the magnitude of the load was larger than a certain threshold

level. The largest degradation occurred during the first five cycles followed by a stagnation

of degradation. In case of cyclic loading with higher load magnitude, the rate of reduction
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of pile stiffness increased with increasing number of applied cycles. Similar observations were

made for piles with a diameter of D = 0.153 m in overconsolidated clay reported in [447].

Recently, Yang et al. [431] performed centrifuge tests on monopile foundations (D = 5.9 m in

prototype scale) in soft kaolin clay subjected to lateral cyclic loading with hundreds of load

cycles. In accordance with the observations documented in [299, 300], the cyclic loading lead

to an increase in the magnitude of the bending moment and a decrease in the pile stiffness.

Small scale model tests on piles (D = 50 mm) in marine clay with several thousand lateral load

cycles reported in [220] showed an increasing permanent deflection of the pile with increasing

number of load cycles for cyclic amplitudes in the range of 30 % to 60 % of the ultimate

lateral resistance. Alternate cyclic loading with phases of reconsolidation between the cyclic

events in centrifuge tests on monopiles (D = 4 m and D = 6 m in prototype scale) in soft

clay revealed a partial recovery of the degraded lateral pile stiffness due to the resting period

[200]. However, within each cyclic load package, the cumulative lateral displacement of the

pile increased with number of applied load cycles.

A reduction of soil reaction force with ongoing cyclic lateral loading is incorporated in a sim-

plified manner in the cyclic p-y curves of the American Petroleum Institute (API) [19], which

are based on field tests [248]. Since the API cyclic p-y curves do not allow for a consideration

of the number of applied load cycles or the load characteristics (e.g. the ratio of average and

cyclic load), many modifications have been proposed over the span of the last decades. Such

improved cyclic p-y curves have for instant recently been presented in [446], where the reduc-

tion of the soil reaction with ongoing cyclic loading has been incorporated using cyclic strain

contour diagrams obtained from direct simple shear tests (see [16]).

Field tests reported in [131] show that the shear strength of clay is significantly altered by

the installation process. As mentioned in [384], there is neither a comprehensive experimental

nor a numerical study quantifying the influence of the installation process on the lateral

loading behaviour of piles in clay. In centrifuge tests on piles in clay, the installation is usually

performed at 1 g [171, 431, 200, 196], often justified by referring to earlier work adopting the

same procedure. The installation at 1 g of course reduces the uncertainty, in particular relevant

for numerical back-analysis of the tests [102], but does not reflect the processes taking place

in reality. In [304] it is argued that any approach predicting the shaft capacity of a driven

pile must consider: (1) the installation-induced changes in the soil state, (2) the following

dissipation of excess pore water pressure and (3) the load-induced changes in the soil state.

To the author’s best knowledge no comprehensive study regarding the influence of the instal-

lation technique on the response of piles to subsequent loading exists for clay.
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2.2 Numerical studies

2.2.1 Modelling of the pile installation process

As mentioned in the introduction, special numerical techniques are required to model the pile

installation process properly. Simulations based on the (updated Lagrangian) finite element

method (FEM) [123, 158, 67, 349, 145], the Coupled Eulerian-Lagrangian (CEL) method

[303, 161, 151, 397, 353, 354], the (Multi-Material) Arbitrary Lagrangian Eulerian (MMALE

or ALE) method [232, 95, 28, 397, 32, 86, 382, 433], the Material Point Method (MPM) [292,

63, 149, 133, 255, 141, 246], the Particle FEM (PFEM) [153, 252, 445], the Discrete Element

Method (DEM) [70, 214] and the Smoothed Particle Hydrodynamics (SPH) method [81, 345]

are reported in the literature. In general, the applied method has to be able to account for both,

large deformations in the soil and contact between pile and soil. Not all techniques are well

suited to incorporate both aspects. Simulations based on the classical FEM are mostly (but

not only) limited to closed-profile piles and the simulation of cone-penetration tests [395, 67,

349, 153, 252, 445], for which so-called zipper-techniques are employed [45, 75, 165, 245, 159].

This technique is also applied in this work and is explained in Section 8.2.1. An application

of zipper-techniques to the simulation of the installation of pipe piles is presented in [159].

The limitations of the classical Lagrangian FEM with respect to large intrinsic deformations

can be overcome by separating mesh and material points (employed by the PFEM and the

MPM), the representation of the soil in an Eulerian framework (CEL and MMALE/ALE) or

by methods not based on the FEM (DEM and SPH). So far, no method has proven to be

superior to all other approaches. In addition, the choice for a method also depends on the

aspects of pile driving which are to be studied. A discussion on the advantages of the different

methods for the general application to geomechanical BVPs with large deformations can be

found in [49, 344, 31]. In [397] some of the above mentioned large deformation techniques have

been investigated and compared for geomechanical benchmark BVPs. Most of the existing

studies did not consider hydro-mechanically coupled processes or neglected inertia. Especially

for the analysis of vibratory pile driving in water-saturated soil only a very limited number of

studies exist [67, 349, 240, 141].

2.2.2 Lateral cyclic loading of piles

Existing numerical studies focus mainly on the pile behaviour under a low number of load

cycles (see e.g. [78] for a finite element approach or [279] for a macro-element approach).
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Numerical investigations on the pile behaviour under high-cyclic loading are rare, because of

limitations of the existing approaches and constitutive models. A conventional calculation with

a constitutive model formulated in terms of stress and strain rates is normally only suitable

for the simulation of a small number of cycles.

A simplified procedure to account for high-cyclic loading is employed by the ”Strain Degrada-

tion Model” (SDM) by Achmus et al. [4, 6, 8]. Permanent deformations due to cyclic loading

are captured by reducing Young’s modulus of the soil from its value E0 for monotonic loading

to EN = E0 ·N−a. The parameter a can be determined from cyclic triaxial tests. The stiffness

degradation contradicts the actual physical processes, since the bedding modulus of the pile

usually increases due to the repeated loading [1, 205]. A more detailed description of the SDM

and comparison with other approaches (e.g. the API approach [13], the ”Strain Wedge Model”

[274, 26, 24, 25] and the ”Enhanced Strain Wedge Model” developed by Taşan [377, 376]) can

be found in [402]. In addition to the methods listed above, the cyclic degradation method [15,

16] developed by the Norwegian Geotechnical Institute can be used for the prediction of the

tilting of monopile foundations under a large number of loading cycles [40].

The high-cycle accumulation (HCA) model by Niemunis et al. [268] is a constitutive model

specifically tailored for the analysis of the soil response to high-cyclic loading and has a

more profound physical basis compared to the models listed previously. In addition, it is

not limited to the analysis of piles but can be used for arbitrary BVPs involving high-cyclic

loading. In the framework of the HCA model only the average response of the soil due to

cyclic loading with many repetitions is predicted. The model has been developed and verified

by a comprehensive experimental study reported in [405, 414, 409, 412, 410, 413, 416, 417,

421]. The parameters of the HCA model can be determined from experiments [411, 419] or

estimated based on granulometry or simple index quantities [415, 419]. The HCA model has

been validated based on back-analysis of model tests on monopiles and shallow foundations

[346, 435] and on a field test on a prototye of a gravity base foundation for OWTs [436,

437, 438]. A back-analysis of centrifuge tests on monopiles reported in [281] showed a good

agreement with the experimental results although the material parameters of the HCA model

were only estimated based on granulometry and simple index quantities. Furthermore, the

cumulative deformations measured at a ship lock over two decades were successfully reproduced

in simulations with the HCA model [239]. The HCA model has been used for a parametric

study on the long-term deformations of monopile foundations for OWTs in [357].

Recently, so-called memory surface enhanced elasto-plastic models have been proposed [42,

227, 226, 225, 430], which can (in dependence of the formulation) account for the cyclic load

history and are thus able to reproduce the response of soil to high-cyclic loading calculating
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every individual load cycle. Liu et al. [225] proposed an extended Sanisand [82] model en-

hanced by a memory surface which could successfully reproduce the measured accumulated

deformations in the triaxial tests with up to 104 cycles documented in [405]. In [228] this

constitutive model has been applied for the simulation of a monopile under loading with up

to 104 cycles. However, since each individual cycle must be simulated, it is open to question

if this approach is suitable for models with a large number of finite elements and millions of

loading cycles.

Houlsby et al. [173] presented a thermodynamically consistent model based on the framework of

hyperplasticity which is able to describe cumulative effects due to a large number of cycles using

”accelerated” ratcheting. In this approach only a few cycles are calculated conventionally with

the hyperplastic model, and the resulting permanent deformations are increased in dependence

of the maximum number of cycles to be considered in the high-cycle problem. No calculation

of a strain amplitude, as required for the HCA model, is necessary in such simulations which

may be advantageous for complicated loading paths during individual cycles. However, this

model has yet not been applied for the analysis of the response of piles to cyclic loading.

Similar to the pile driving process, the drainage conditions are of particular importance for

the pile response under cyclic loading. These are the practically most relevant conditions with

respect to OWT foundations, which is highlighted by the considerable research volume on this

topic [84, 74, 39, 189, 215, 188].

In all of the above listed schemes developed to analysis the pile response to cyclic loading, the

installation process of the pile has not been accounted for. As has been shown in [115, 113,

112, 353, 352] and in the experimental investigations recapped in Section 2.1.2, the installation

can have a distinct impact on the response of the pile to subsequent loading. Therefore,

an incorporation of the installation-induced changes in soil state is judged to be of great

importance for numerical analyses.
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Chapter 3

Governing continuum mechanics

equations

The governing equations required for the description of the hydro-mechanically coupled be-

haviour of soil in a continuum mechanics framework are defined in this chapter.

3.1 Continuum mechanical description of the multi-phase

material soil

Conventional soil mechanics considers the soil as a multi-phase porous medium which consists

of solid grains, water and air. As a rule, the soil is then often idealised in a further step as

a dry medium, i.e. only the phase of solid and air are present, or a water-saturated medium,

i.e. only solid and water are present. However, the mechanical behaviour of soil is significantly

affected by its water content or degree of saturation, respectively, and its consideration is in

many cases of great importance. For some problems with unsaturated states, where the soil

is for instance subjected to large suction, a further distinction within the fluid phase has to

be made in order to correctly describe the hydraulic and mechanical properties of the soil.

This additional splitting is necessary because the behaviour of the fluid phase changes when it

becomes discontinuous. Therefore, in the context of this work, the multi-phase porous medium

soil includes a further distinction of the fluid phases into the so-called residual and free fluid

phases.

The theoretical origin of the extended subdivision of the unsaturated soil zone lies in the

hydrologic study of soil field capacity, which describes the ability of the soil to hold water
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above the water table. The unsaturated zone can be conceptionally divided into three zones

[364, 363]:

❼ closed capillary zone: Area immediately above the groundwater level. No continuous

air phase exists. If air is present, it is of discontinuous form, e.g. bubbles enclosed by a

continuous water phase.

❼ open capillary zone: Both the pore air and the pore water can exist as continuous

or discontinuous phases, respectively. This region can be understood as the unsaturated

soil zone in the classical sense.

❼ unsaturated zone above the open capillary zone: The pore water is discontinuous

as a residual phase. The pore air phase is continuous.

The extended subdivision of the soil into five phases following the work of [127, 242] is adopted.

The phases are:

❼ solid (⊔s): Solid grains of soil. They are assumed to be assembled ”continuously”, form-

ing the soil skeleton, such that gradients can be defined at every point.

❼ free water (⊔wf ): Continuous water phase occupying the pores of the soil. It is con-

nected between the grain structure without interruptions within a representative volume

element. By the condition of continuity, the momentum balance of the pore water is

applicable.

❼ residual water (⊔wr): Discontinuous water phase that cannot separate from the solid

due to electrostatic binding forces. It is assumed to move with the solid and thus does

not require its own motion field for the continuum mechanical description. Regardless

of the magnitude of suction, it always remains present in the unsaturated region. In this

work, the residual water phase does not directly influence the mechanical behaviour of

the soil, but it is considered in the hydraulic description.

❼ free air (⊔af ): Continuous air phase within the grain skeleton. The momentum balance

of air applies.

❼ residual air (⊔ar): Trapped, confined gas bubbles. In this work, they are assumed to

be trapped in the pore space and thus move with the same motion field as the solid. No

production terms are accounted for in this work, i.e. the volume fraction of residual air

is constant over time.
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Figure 3.1: Micro-structure of the soil and division in volume fractions using a five-phase model

(modified from [242])

The constituents and their arrangement on the micro-scale are schematically shown in Fig.

3.1.

The macroscopic description of heterogeneous substances idealised as a continuum can be

done with the help of the Theory of Porous Media (TPM) (see [48, 54, 104, 106, 146, 105,

332]). In the framework of the TPM, the heterogeneous body is decomposed into homogeneous

sub-bodies, forming a statistical surrogate model. Figure 3.1 shows the volume fractions of the

adopted five-phase model. The considered region must be chosen large enough for a statistical

statement to be admissible. The resulting superposed continuum allows both the mechanical

and hydraulic description with the help of the proportional phase fractions of the total mixture.

The soil is composed of the individual phases α = {s, wr, wf, ar, af}. The total volume of the

mixture is therefore the sum over the partial volumes of the single phases

V =
∑

α

V α. (3.1)

Similar, the total mass is the sum of the partial masses

m =
∑

α

mα. (3.2)

The volume fractions φα are

φα =
V α

V
. (3.3)

The unit volume of the mixture is the sum of the partial unit volumes, viz.

φ =
∑

α

φα = φs + φwr + φwf + φar + φaf = 1. (3.4)
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The specific (or material) density ρ̄α and the partial density ρα are

ρ̄α =
mα

V α
and ρα =

mα

V
, (3.5)

where ρα = φαρ̄α. The porosity n is given by

n = 1− φs. (3.6)

The effective porosity ne does not include the residual phases and is defined by

ne = φwf + φaf = 1− φs − φwr − φar. (3.7)

The effective volume fraction Sγe , which is the ratio of the volume of the free fluid phase

γ = {wf, af} and the effective porosity ne, is defined by

Sγe =
φγ

ne
(3.8)

The sum of Sγe over γ is one and is thus in sum constant over time

∑

γ

Sγe = 1 and
∑

γ

∂Sγe
∂t

= 0. (3.9)

The effective saturation, which takes into account the residual phases, results from the con-

sideration of Swr proposed by [129, 127]

Se =
Sw − Swr

1− Swr
, (3.10)

with the degree of saturation of the water Sw and the residual water saturation Swr [216]

Sw =
V wf + V wr

V − V s
=
φwf + φwr

1− φs
and Swr =

V wr

V − V s
=

φwr

1− φs
. (3.11)

The following assumptions underlie the continuum mechanical description:

❼ The free fluid phases are continuous, such that balance equations may be formulated.

This condition is approximately satisfied for effective degrees of saturation in the range

0 ≤ Se ⪅ 0.85 [251]. Above the upper limit, the pore air is discontinuous and the

mechanical and hydraulic description must not be carried out assuming a continuum.

The same holds for effective degrees of saturation below the residual water saturation

Swr, where the pore water is discontinuous.

❼ The representative volume element used to describe the soil is large compared to the

grain size and the size of the pore spaces.
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The assumption of a constant hydraulic conductivity of the soil to pore fluids is only justified

for completely saturated or completely dry conditions. For unsaturated soil, the coexistence

of pore water and pore air must be taken into account, as the cross-sectional area of the pores

available for flow is reduced [125]. The reduced hydraulic conductivity is taken into account

by a factor, the relative permeability krel,γ (γ = {wf, af}), whose value range is between 0

and 1. The hydraulic conductivity of the soil with respect to the phase γ is then calculated by

kγij = krel,γ
K̄perm,γ
ij ∥b∥ρ̄γ

µγ
, (3.12)

where K̄perm,γ
ij corresponds to the permeability to pore fluids. µγ is the dynamic viscosity and

b the gravity vector. The relative permeability can be a function of the degree of saturation

Sw or the effective degree of saturation Se. Empirical models for the relative permeability are

found in [137, 263, 125].

Throughout the work, the general conditions of an unsaturated state and three phases with

independent fields of motion (solid and two fluids) are considered. For the application of the

derived numerical schemes at the end of the thesis, however, mostly water-saturated or dry

soil conditions are studied. Having future extensions of the numerical schemes proposed in the

subsequent chapters in mind, the governing equations, building the foundation of the numerical

schemes, are formulated as general as possible for why the five phase model is chosen as basis.

3.2 Kinematics

Using a fixed coordinate system, the position vector of phase α in the reference configuration

is given byXα. Due to deformation, the position changes to the current configuration given by

xα = xα(Xα, t). Note that throughout the work the spatial coordinate xα, the displacement

uα, the velocity u̇α and the acceleration üα of phase α are intrinsic values. Therefore, ⊔̄ is

dropped for these quantities for the sake of convenience. Considering large deformations, a

distinction between material (field variables in terms of reference configuration) and spatial

(field variables in terms of current configuration) description has to be made. While a La-

grangian description is also often referred to as material description, an Eulerian description

is also called spatial.

The mapping from reference to current configuration has to be continuous and bijective, which

is secured by a positive and non-zero determinant of the deformation gradient F defined by

Fα =
∂xα(Xα, t)

∂Xα (3.13)

22



and its inverse

(Fα)−1 =
∂Xα

∂xα(Xα, t)
. (3.14)

Given any quantity ⊔ of phase α, the material time derivative is given by

dα ⊔α (xα, t)

dt
=
∂ ⊔

α (xα, t)

∂t
+
∂ ⊔

α (xα, t)

∂xα
· v̄α(Xα, t), (3.15)

where the first term is often denoted as local and the second as convective derivative. In Eq.

(3.15), v̄α(Xα, t) =
dαxα(Xα, t)

dt
holds. The acceleration āα(Xα, t) is defined analogously.

If the material time derivative is to be taken with respect to the moving phase γ but the

variable itself is moving with the field α, the convective term describes the movement with

respect to the field of γ, which is denoted using the operator dγ/dt [332], defined by

dγ ⊔α (xα, t)
dt

=
dα ⊔α (xα, t)

dt
+
∂ ⊔

α (xα, t)

∂xα
· w̄γ(Xγ, t), (3.16)

where w̄γ = v̄γ − v̄α expresses the velocity of the phase γ relative to the phase α. The solid

phase is chosen as the reference field of motion. The material time derivative of the fluid phases

is then defined by

dγ ⊔α (xα, t)
dt

=
ds ⊔α (xα, t)

dt
+
∂ ⊔

α (xα, t)

∂xα
· w̄γ(Xγ, t), (3.17)

with w̄γ = v̄γ − v̄s. For sake of convenience
ds ⊔α (xα, t)

dt
=

d⊔
α (xα, t)

dt
is agreed in the

following.

In an updated Lagrange formulation, as employed in this thesis, the reference configuration is

taken to be the state of the previous calculation increment, hence Xα = xα(t). The deforma-

tion gradient is therefore

Fα =
∂xt+∆t,α(xt,α, t)

∂xt,α
. (3.18)

3.3 Definition of strain

Every motion of a body can be decomposed in a pure stretch in direction of the three orthogonal

axes and a pure rigid rotation, which is expressed by the polar decomposition theorem given

by

F = R ·U = V ·R, (3.19)
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wherein the deformation gradient is split into the right stretch tensor U or left stretch tensor

V (symmetric and positive definite) and the rotation tensor R (orthogonal, i.e. RT = R−1).

The velocity gradient is given by

L = Ḟ · F−1, (3.20)

where

Ḟ =
∂u̇(X, t)

∂X
. (3.21)

The velocity gradient can be decomposed in its symmetric part D and non-symmetric part

W, viz.

L =
1

2
(L+ LT ) +

1

2
(L− LT ) = D+W, (3.22)

where D is the strain rate. The total strain can be calculated using Green’s strain given by

εG =
1

2
(FT · F− I) =

1

2
( C
︸︷︷︸

U2

−I) (3.23)

or using the Hencky (logarithmic) strain defined by

εH = lnV. (3.24)

Most finite element codes (including the commercial finite element code Abaqus) use Hencky

strain. The logarithmic strain has different advantages over other strain measures [271]:

❼ Strain can be added without the need to define a reference configuration, which is ad-

vantageous for an updated Lagrangian framework.

❼ An integration over time is easily possible.

❼ If the trace of strain is zero, the volume stays constant, which is not necessarily the case

if the small-strain (”engineer strain”) definition is used.

To determine the left stretch tensor V in Eq. (3.24), a polar decomposition of the deformation

gradient has to be performed. Numerically, V can be determined using the singular value

decomposition, where a quadratic tensor A is decomposed into three separate tensors, viz.

A = B ·D ·CT . (3.25)
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The polar decomposition according to Eq. (3.19) is then

V = B ·CT and R = C ·D ·CT . (3.26)

Alternatively, V may be calculated using the relation

V ·V = F · FT = B, (3.27)

where the square root of the Left-Cauchy-Green tensor B has to be computed. In general,

the square root of a tensor is not uniquely defined. However, in case the tensor is positive

semi-definite, only one square root exists, which is called the principal square root. Since the

Left-Cauchy-Green tensor is even positive definite, a unique solution exists. To compute the

square root of B the following steps are performed:

❼ Diagonalise B to a form B = Z · D · ZT where D is the diagonal matrix (with the

Eigenvalues of B alongside the diagonal axis) and Z an orthogonal matrix.

❼ Calculate the square root of D by taking the square root of the Eigenvalues which yields

the tensor D′.

❼ Perform B′ = Z ·D′ · ZT .

3.4 Definition of stress

Stress as force per unit area in the current configuration is denoted as Cauchy stress σ or true

stress. It relates the traction t (a stress vector) with the normal vector n of a surface, viz.

t(n) = n · σ. (3.28)

The stress tensor is assumed symmetric throughout the work, i.e. σ = σT . This allows to

adopt the Voigt notation for the stress tensor, being used in Chapter 4.

For the constitutive description, an objective (a rigid rotation does not cause any change in

stress) definition of the stress rate is necessary [52]. While the stress tensor is an objective

quantity, the rate of stress is not. Note that the strain rate is objective in contrast. To obtain

an objective stress rate, the Zaremba-Jaumann [439, 184] stress rate is applied in this work,

which is given by

σ̊ = σ̇ + σ ·W−W · σ, (3.29)
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where the objective stress rate σ̊ is introduced. W is the spin-tensor introduced in Eq. (3.22).

To integrate Eq. (3.29), the Hughes-Winget algorithm [178] is applied. The update of stress is

performed using

σt+∆t = σ̂t+∆t +∆σ (3.30)

where

σ̂t+∆t = Q · σt ·QT and Q =
(
I− 1

2
W
)
−1 ·

(
I+

1

2
W
)
. (3.31)

To evaluate D and W a midpoint rule is applied, defining D(xt+∆t/2) and W(xt+∆t/2) using

the midpoint between the current coordinate of the previous increment xt and the current

coordinate of the present increment xt+∆t (updated coordinate). In Eq. (3.30), ∆σ denotes

the increment in stress computed by the constitutive model.

The effective (grain-to-grain) stress is given by

σ = σtot +B(p̄af − χs)I, (3.32)

where the parameters χ, B and the suction s = p̄af− p̄wf are introduced. σtot is the total stress

and p̄af and p̄wf are the intrinsic pore air and pore water pressures, respectively. Following

[129, 242], the assumption χ = Se is made [11, 12]. In Eq. (3.32), B denotes the Biot constant,

which is calculated by B = 1−K/Ks, where K is the bulk modulus of the grain skeleton and

Ks the bulk modulus of individual grains.

3.5 Compressibility

The specific density ρ̄α of phase α is a function of the acting (intrinsic) pressure p̄α and the

bulk modulus K̄α. The change of the pressure with time is calculated by (see e.g. [332, 213])

dαp̄α

dt
=

K̄α

ρ̄α
dαρ̄α

dt
. (3.33)

Using Eq. (3.16), the change of density with respect to time is

dαρ̄α

dt
=
∂ρ̄α

∂t
+ grad(ρ̄α) · v̄α, (3.34)

Eq. (3.34) is inserted into Eq. (3.33) yielding

dαp̄α

dt
=
K̄α

ρ̄α

[
∂ρ̄α

∂t
+ grad(ρ̄α) · v̄α

]

. (3.35)
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The change of the partial density with respect to time
dαρα

dt
is

dαρα

dt
= φα

dαρ̄α

dt
+ ρ̄α

dαφα

dt

= φα
[
∂ρ̄α

∂t
+ grad(ρ̄α) · v̄α

]

+ ρ̄α
[
∂φα

∂t
+ grad(φα) · v̄α

]

= φα
ρ̄α

K̄α

dαp̄α

dt
+ ρ̄α

[
∂φα

∂t
+ grad(φα) · v̄α

]

= φα
ρ̄α

K̄α

∂p̄α

∂t
+

ρ̄α

K̄α
grad(p̄α) · v̄α + ρ̄α

[
∂φα

∂t
+ grad(φα) · v̄α

]

. (3.36)

3.6 Conservation of mass

The mass mα of phase α of a body that fills the volume V results from the integration of its

density ρα, viz.

mα =

∫

V α

ρ̄αdVα =

∫

V

ρα dV . (3.37)

Assuming that no production nor any exchange of mass occurs and that the control volume

is moving with the considered body, the mass must remain unchanged with respect to time,

which leads to

dα

dt
mα =

∫

V

dαρα

dt
+ ρα div(v̄α) dV = 0. (3.38)

Since the volume is arbitrary, Eq. (3.38) can be written to

dαρα

dt
+ ρα div(v̄α) = 0. (3.39)

3.6.1 Solid, residual water and residual air

Using Eq. (3.39), the mass balance of the solid, the residual water and the residual air phase

(η = {s, wr, ar}) is given by

dρη

dt
+ ρη div(v̄s) = 0. (3.40)

Note that Eq. (3.40) implies the assumption that the residual fluid phases move with the

velocity of the solid phase. Using Eq. (3.36) and ρη = φηρ̄η yields

φη
ρ̄η

K̄η

∂p̄η

∂t
+ φη

ρ̄η

K̄η
grad(p̄η) · v̄s + ρ̄η

[
∂φη

∂t
+ grad(φη) · v̄s

]

+ ρη div(v̄s) = 0. (3.41)
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Assuming the phase η to be incompressible1, neglecting the gradient of the volume fraction

φη and dividing by ρ̄η results in

∂φη

∂t
+ φη div(v̄s) = 0. (3.42)

Eq. (3.42) has to be met for every phase η. Therefore, the sum over the exponent η = {s, wr, ar}
has to be equal to zero as well, viz.

∂φs

∂t
+
∂φwr

∂t
+
∂φar

∂t
+ φs div(v̄s) + φwr div(v̄s) + φar div(v̄s) = 0. (3.43)

Using the definition of the effective porosity ne given by Eq. (3.7), the conservation of mass

for the solid, residual water and residual air phase is given by

ṅe = (1− ne) div(v̄s). (3.44)

3.6.2 Free water and free air

For the mass balance of the free water phase, Eq. (3.39) is

dwfρwf

dt
+ ρwf div(v̄wf ) = 0. (3.45)

Using Eqs. (3.17, 3.36), Eq. (3.45) yields

φwf
ρ̄wf

K̄wf

dp̄wf

dt
+ φwf

ρ̄wf

K̄wf
grad(p̄wf ) · w̄wf + ρ̄wf

dφwf

dt
+ ρ̄wf grad(φwf ) · w̄wf

+ ρwf div(v̄wf ) = 0. (3.46)

Rearranging and division by ρ̄wf results in

−dφwf

dt
=
φwf

K̄wf

dp̄wf

dt
+
φwf

K̄wf
grad(p̄wf ) · w̄wf + grad(φwf ) · w̄wf + φwf div(v̄wf ). (3.47)

Using the differentiation of φγ with respect to time given by

dφγ

dt
=

dSγe
dt

[

1− (φs + φwr + φar)

]

− Sγe

(
dφs

dt
+

dφwr

dt
+

dφar

dt

)

(3.48)

as well as Eq. (3.8) leads to

Swfe

(
dφs

dt
+

dφwr

dt
+

dφar

dt

)

− dSwfe
dt

ne =
φwf

K̄wf

dp̄wf

dt
+
φwf

K̄wf
grad(p̄wf ) · w̄wf

+ grad(φwf ) · w̄wf + φwf div(v̄wf ). (3.49)

1The assumption of incompressibility is questionable for the residual air phase. [242] presented an approach

taking into account the compressibility of the residual air and mass transfer between free and residual air. In

future work, this approach could also be implemented in the balance equations employed in this thesis.
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Eq. (3.42) is inserted into Eq. (3.49) resulting in

− Swfe (φs + φwr + φar) div(v̄s)− dSwfe
dt

ne

=
φwf

K̄wf

dp̄wf

dt
+
φwf

K̄wf
grad(p̄wf ) · w̄wf + grad(φwf ) · w̄wf + φwf div(v̄wf ). (3.50)

Using

div(wα) = grad(φα) · w̄α + φα div(v̄α)− φα div(v̄s) (3.51)

and the relation φwf = Swfe ne = Swfe [1− (φs + φwr + φar)], the final form of the mass balance

of the free water phase is

φwf

K̄wf

dp̄wf

dt
+

1

K̄wf
grad(p̄wf ) ·wwf +

dSwfe
dt

ne + Swfe div(v̄s) + div(wwf ) = 0. (3.52)

Proceeding analogously, the mass balance of the free air phase reads

φaf

K̄af

dp̄af

dt
+

1

K̄af
grad(p̄af ) ·waf +

dSafe
dt

ne + Safe div(v̄s) + div(waf ) = 0. (3.53)

3.7 Conservation of linear momentum

The balance of linear momentum of phase α is defined by [333]

div(σα) + ραb = ρα
dαv̄α

dt
. (3.54)

σα is the partial stress tensor of phase α.

3.7.1 Balance of linear momentum of the mixture

The linear momentum of the mixture is obtained by summation of all phases
∑

α using Eq.

(3.54), viz.

div(σtot) + ρtotb = (φsρ̄s + φwrρ̄wr + φarρ̄ar)
dv̄s

dt
+ φwf ρ̄wf

dwf v̄wf

dt
+ φaf ρ̄af

daf v̄af

dt
.

(3.55)

Using Eqs. (3.15, 3.17) accounting for the movement of the free fluid phases relative to the

movement of the solid, Eq. (3.55) yields

div(σtot) + ρtotb = (φsρ̄s + φwrρ̄wr + φarρ̄ar)
dv̄s

dt
+ φwf ρ̄wf

[
dv̄wf

dt
+ grad(v̄wf ) · w̄wf

]

+ φaf ρ̄af
[
dv̄af

dt
+ grad(v̄af ) · w̄af

]

. (3.56)
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Eq. (3.56) is equivalent to

div(σtot) + ρtotb = (φsρ̄s + φwrρ̄wr + φarρ̄ar)

[
∂v̄s

∂t
+ grad(v̄s) · v̄s

]

+ φwf ρ̄wf
[
∂v̄wf

∂t
+ grad(v̄wf ) · w̄wf + grad(v̄wf ) · v̄s

]

+ φaf ρ̄af
[
∂v̄af

∂t
+ grad(v̄af ) · w̄af + grad(v̄af ) · v̄s

]

. (3.57)

Using the definition of effective (grain-to-grain) stress introduced in Eq. (3.32) and assuming

that the convective terms are of negligible magnitude (see [451, 309, 452]), the final form of

the balance of linear momentum of the mixture is

div[σ − B(p̄af − Ses)1] + ρtotb = (φsρ̄s + φwrρ̄wr + φarρ̄ar)
dv̄s

dt
+ φwf ρ̄wf

dv̄wf

dt

+ φaf ρ̄af
dv̄af

dt
. (3.58)

3.7.2 Balance of linear momentum of the free fluid phases

The balance of linear momentum of the free water phase is obtained analogously to the balance

of linear momentum of the mixture but takes into account the drag forces between the solid

and the fluid. Note that the drag forces between solid and free fluid phases have opposite

sign but identical magnitude for why no drag forces are considered in the balance of linear

momentum of the mixture (the terms cancel each other out). The balance of linear momentum

of the free water phase is given by

div(p̄wfI)− ρ̄wfb+ ρ̄wf
[
dv̄wf

dt
+ grad(v̄wf ) · w̄wf

]

= −φ
wfηw

krel,w
(KPerm,w)−1 · w̄wf , (3.59)

where the definition σwf = −φwf p̄wfI is used. Note that in Eq. (3.59) all terms are already

divided by φwf and the assumption div(φwf ) = 0 is used. Using div(⊔I) = grad(⊔) and

neglecting the convective term, the final form of the balance of linear momentum of the free

water phase is obtained by Eq. (3.60).

grad(p̄wf ) + ρ̄wf
dv̄wf

dt
+
φwfηw

krel,w
(KPerm,w)−1 · w̄wf = ρ̄wfb (3.60)

Analogously, the balance of linear momentum of the free air phase is given by

grad(p̄af ) + ρ̄af
dv̄af

dt
+
φafηa

krel,a
(KPerm,a)−1 · w̄af = ρ̄afb. (3.61)
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Chapter 4

Finite element formulations

The spatial and temporal discretisation of the governing equations derived in the previous

chapter are presented in the following. As already mentioned in the introduction, different

element formulations for the discretisation of hydro-mechanically coupled balance equations

exist, which differ in the variables that are spatially discretised. Choosing the displacement

of the solid phase us and the two pore fluid pressures p̄wf and p̄af as primary variables (the

underlying equations are solved with respect to them), the commonly applied u-p-p element

formulation (denoted as u-p element formulation in the following for sake of convenience) [451]

is obtained.

Using the u-p element formulation, the assumption of identical acceleration of all phases

üγ = üs is necessary, which is an intervention in the physical equations. The importance of

the consideration of the relative acceleration between the phases has been mentioned in many

numerical studies, in which high frequencies and pore fluid flow have been met concurrently

[453, 310, 309, 213, 266, 234, 185, 108, 337, 78, 74, 254, 259, 20]. In addition, as the primary

unknowns have varying physical dimensions and their values therefore differ considerably, the

stiffness matrix of the u-p element is poorly conditioned [349]. To avoid excessive oscillation of

the pore fluid pressure under nearly undrained conditions, the Ladyshenskaya-Babuška-Brezzi

(LBB) condition [111] must be satisfied. This is generally ensured by discretising the pore fluid

pressure with interpolation functions one order less than those used for the solid displacement.

Without any additional artificial stabilisation, the formulation of a u-p element with linearly

interpolated displacement degree-of-freedom (DOF) is therefore not recommended.

In the framework of this thesis, a u-p-U element formulation with two fluid phases (hence, a

u-p-p-U-U element formulation but denoted as u-p-U element formulation in the following

for sake of convenience) is developed, which is presented in this chapter. Opposite to the u-p
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formulation, the u-p-U element formulation accounts for the relative acceleration. Note that

a u-U(-U) element formulation has been previously developed by the author of this work

as well, which has been documented in [241, 347]. Technically, the u-p-U and u-U element

formulations are identical in regards to the underlying governing equations. The u-U element

formulation, however, has three shortcomings compared to the u-p-U element formulation:

❼ An iterative calculation of the pore fluid pressure in case of unsaturated soils is necessary

since the degree of saturation is a function of the pore fluid pressure and vice versa. The

formulation of numerically stable iterative schemes is not trivial.

❼ u-U elements tend to suffer from volumetric locking of the fluid phase, which has been

observed and documented by the author in detail in [349]. Even elements with selective

reduced integration of the fluid pressure were found to show diverging integration point

values for large volumetric strains.

❼ Incompressibility of the pore fluids can not be assumed.

An advantage of the u-U element formulation, compared to the other two formulations, is

the superior conditioning of the stiffness matrix [349] and hence improved numerical stability.

Recent investigations of [311, 238] show that a single point integration together with enhance-

ment by an hourglass stiffness for the fluid phase can overcome the problems of volumetric

locking of the u-U element formulation.

Despite the addressed shortcomings of the u-p and u-U element formulations, they are used

at a later point for the simulation of different BVPs in order to show their performance in

comparison to the u-p-U element formulation. In addition, a three-dimensional u-p element

using tri-quadratic interpolation functions with 27 nodes is developed in Section 6.6, since

the commonly employed 20-noded three-dimensional serendipity elements perform inferior in

contact analyses.

This chapter is structured as follows: Section 4.1 introduces the mathematical operations

required for the spatial discretisation of the continuum with the finite element method. The

derivation of the u-p-U (Lagrangian) element formulation is presented in Section 4.2. Notes

about the minimisation of the residuum, time integration and implementation of the element

are provided in Section 4.3. The development of a novel semi-analytical solution for poro-

elasto-dynamics allowing for the investigation of the influence of the aforementioned relative

acceleration between solid and fluid phase is discussed in Section 4.4. The different element

formulations are inspected regarding their numerical performance in more detail in Section 4.5.
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The basics of an Eulerian element formulation and the implementation of a hydro-mechanically

coupled and explicit (Coupled Eulerian-Lagrangian) method in the commercial finite element

code Abaqus is presented in Section 4.6.

4.1 Finite element operations

The isoparametric description is used for the interpolation of the coordinates of the finite

element. The global coordinate is calculated using

x(ξ) =
∑

I

NI(ξ)xI , (4.1)

where the interpolation function NI(ξ) at node I and the local coordinate ξ is used. x(ξ) is

the global coordinate at the local coordinate ξ of the element and xI is the global coordinate

of node I. The interpolation function NI is 1 at node I. The number of components of ξ

is identical to the number of dimensions and the local coordinate has the components ξ =

[ξ, η, ζ]T for three-dimensional analyses. ξ and η are also employed as the local coordinate

of element edges and faces, respectively. Where possible, the scalar components of the local

coordinate are used in the following. The interpolation functions used are either termed linear,

quadratic (serendipity shape functions), bi/tri-quadratic (standard Lagrange polynomials) or

cubic according to their order of interpolation.

The derivation of the global coordinates with respect to the local coordinates is

x,ξ(ξ) =
∑

I

dNI(ξ)

dξ
xI , (4.2)

which is also known as the element Jacobian J. The normal vector n(ξ) at the edge of an

element is given for 2D by

n(ξ) =
x,ξ(ξ)× τ 3

∥x,ξ(ξ)∥
, (4.3)

where τ 3 = [0, 0, 1]T is used and x,ξ(ξ) is the derivative of the global coordinate with respect

to the local coordinate ξ evaluated at position ξ (only relevant for interpolation with order

two or higher). × marks the cross product. For three-dimensional analyses, the normal vector

is defined by

n(ξ, η) =
x,ξ(ξ, η)× x,η(ξ, η)

∥x,ξ(ξ, η)× x,η(ξ, η)∥
. (4.4)
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The tangential vectors orientated in the local coordinate system are determined by

τ 1(ξ) =
x,ξ(ξ)

∥x,ξ(ξ)∥
(4.5)

for 2D and by

τ 1(ξ, η) =
x,ξ(ξ, η)

∥x,ξ(ξ, η)∥
and τ 2(ξ, η) =

x,η(ξ, η)

∥x,η(ξ, η)∥
(4.6)

for the 3D case.

The Voigt-notation for stress and strain is adopted. For geometrically linear (small strain) 3D

analyses the strain is calculated using the symmetric portion of the displacement gradient

ε =














εxx

εyy

εzz

γxy

γyz

γzx














=
∑

I














NI,x 0 0

0 NI,y 0

0 0 NI,z

NI,y NI,x 0

0 NI,z NI,y

NI,z 0 NI,x














︸ ︷︷ ︸

BI






uIx

uIy

uIz




 , (4.7)

where the so-called B-matrix BI is introduced. In the axisymmetric case the strain is calculated

by

ε =









εrr

εzz

εθθ

γrz









=
∑

I









NI,r 0

0 NI,z

1
r
NI 0

NI,z NI,r









︸ ︷︷ ︸

BI

[

uIr

uIz

]

, (4.8)

where the radius r from the symmetry axis to the current point is calculated using

r(ξ) =
∑

I

NI(ξ)rI . (4.9)

For the numerical integration, the Gauss-quadrature is employed. To evaluate the weights

based on a given value of the local coordinate ξ, the Legendre-polynomial defined by

pN(ξ) =
1

2NN !

dN(ξ2 − 1)N

dξN
(4.10)
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is used. N is the order of interpolation and the coordinates of the integration points ξ̄igp are

obtained by computing pN(ξ̄igp) = 0. The weight of the integration point is then given by

wigp =
2

(1− ξ̄2igp)

[
dpN(ξ̄igp)

dξ

]2 . (4.11)

The integration of a function f(x, y, z) over a volume Ω is done numerically using

∫

Ω

f(x, y, z)dΩ =

∫ 1

−1

∫ 1

−1

∫ 1

−1

f [x(ξ, η, ζ), y(ξ, η, ζ), z(ξ, η, ζ)]j(ξ, η, ζ)dξdηdζ

=

nGP∑

k=1

nGP∑

j=1

nGP∑

l=1

f [x(ξk, ηj, ζl), y(ξk, ηj, ζl), z(ξk, ηj, ζl)]j(ξk, ηj, ζl)wkwjwl,

(4.12)

where the determinant j of the Jacobian J introduced in Eq. (4.2) is used. In case of an

axisymmetric analysis the numerical integration is given by

∫

Ω

f(r, z)dΩ = 2π

∫ 1

−1

∫ 1

−1

f [r(ξ, η), z(ξ, η)]r(ξ, η)J(ξ, η)dξdη

= 2π

nGP∑

k=1

nGP∑

j=1

f [r(ξk, ηj), z(ξk, ηj)]r(ξk, ηj)j(ξk, ηj)wkwj. (4.13)

4.2 Spatial discretisation using a u-p-U formulation

The primary variables are spatially discretised by

uθ =
∑

I

N θ
I (ξ)u

θ
I for θ = {s, wf, af} and p̄γ =

∑

K

Nγ
K(ξ)p̄

γ
K for γ = {wf, af}.

The interpolation function N θ
I (ξ) interpolates the displacement of phase θ = {sf, wf, af}.

Likewise, the pressure of phase γ = {wf, af} is interpolated using Nγ
K(ξ). For sake of conve-

nience it is assumed that the fluid pressure of the different phases is interpolated utilising the

same interpolation function Np
K , i.e. the identical order of interpolation is used.

In order to discretise the balance equations introduced in Chapter 3 spatially, the equations are

multiplied by so-called test functions δλ and integrated over a finite volume. By this procedure

the final set of discretised equations contain no spatial derivatives of the primary unknowns

but only of their interpolation functions. For the discretisation, the relation

div(δλ⊔) = δλ div(⊔) + grad(δλ)⊔ (4.14)
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and the Gaussian integral theorem

∫

Ω

div(δλ⊔)dΩ =

∫

Γ

n · δλ⊔ dΓ (4.15)

are required. In Eq. (4.15), n denotes the normal vector on surface Γ. Note that the index

notation is used in the following.

4.2.1 Balance of linear momentum of the mixture

Eq. (3.58) is multiplied by δusi and integrated over a finite volume Ω yielding

∫

Ω

δusiσ
tot
ij,jdΩ

︸ ︷︷ ︸

A

+

∫

Ω

δusiρ
totbidΩ =

∫

Ω

δusi (φ
sρ̄s + φwrρ̄wr + φarρ̄ar)āsidΩ

+

∫

Ω

δusiφ
wf ρ̄wf āwfi dΩ +

∫

Ω

δusiφ
af ρ̄af āafi dΩ. (4.16)

Using Eq. (4.15) and Eq. (4.14), term A in Eq. (4.16) yields

∫

Ω

δusiσ
tot
ij,jdΩ =

∫

Γ

δuit̂idΓ−
∫

Ω

δusi,jσ
tot
ij dΩ, (4.17)

where t̂i is a prescribed traction force on the element surface. Using the definition of effec-

tive stress introduced in Eq. (3.32) and multiplying Eq. (4.16) by the test and interpolation

functions leads to

∫

Γ

δusIiN
s
I t̂idΓ−

∫

Ω

δusIiN
s
I,jσijdΩ +

∫

Ω

δusIiN
s
I,jB[Np

K p̄
af
K − Se(Np

K p̄
af
K −Np

K p̄
wf
K )]δijdΩ

+

∫

Ω

δusIiN
s
I ρ

totbidΩ−
∫

Ω

δusIiN
s
I (φ

sρ̄s + φwrρ̄wr + φarρ̄ar)N s
J ā

s
JidΩ

−
∫

Ω

δusIiN
s
Iφ

wf ρ̄wfNwf
J āwfJi dΩ−

∫

Ω

δusIiN
s
Iφ

af ρ̄afNaf
J āafJidΩ = 0.

(4.18)

Since Eq. (4.18) has to hold for arbitrary test functions δuαIi, the test functions can be cancelled.

In the following, the Voigt notation is used for stress and strain, which is highlighted by using

the index ⊔m instead of ⊔j. Considering that Eq. (4.18) is non-linear with respect to the solid

displacement and has to be iteratively solved, the residuum rsIi is introduced, which has to

be minimised during the iteration. The final form of the spatially disrectised balance of linear
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momentum of the mixture is given by

rsIi =

∫

Ω

Bs
ImiσmdΩ−

∫

Ω

N s
I,jB[Np

K p̄
af
K − Se(Np

K p̄
af
K −Np

K p̄
wf
K )]δijdΩ

−
∫

Ω

N s
I ρ

totbidΩ +

∫

Ω

N s
I (φ

sρ̄s + φwrρ̄wr + φarρ̄ar)N s
J ā

s
JidΩ

+

∫

Ω

N s
IS

eneρ̄wfNwf
J āwfJi dΩ +

∫

Ω

N s
I (1− Se)neρ̄afNaf

J āafJidΩ−
∫

Γ

N s
I t̂idΓ. (4.19)

4.2.2 Balance of mass of the free fluid phases

By integration of Eq. (3.52) over a finite volume and multiplication with the interpolation

function of the pore fluid pressure Np
K , the spatially discretised balance of mass of the free

water phase is given by

rpwfK =

∫

Ω

Np
Kn

e S
e

K̄wf
Np
L
˙̄pwfL dΩ +

∫

Ω

Np
K

1

K̄wf
p̄wfL Np

L,iw
wf
i dΩ +

∫

Ω

Np
K

dSe

dt
nedΩ

+

∫

Ω

Np
KS

eN s
J,iv̄

s
JidΩ +

∫

Ω

Np
Kφ

wf
(
Nwf
J,i v̄

wf
Ji −N s

J,iv̄
s
Ji

)
dΩ. (4.20)

The spatially discretised balance of mass of the free air phase is obtained analogously, viz.

rpafK =

∫

Ω

Np
Kn

e1− Se

K̄af
Np
L
˙̄pafL dΩ +

∫

Ω

Np
K

1

K̄af
Np
L,ip̄

af
L w

af
i dΩ−

∫

Ω

Np
K

dSe

dt
nedΩ

+

∫

Ω

Np
K(1− Se)N s

J,iv̄
s
JidΩ +

∫

Ω

Np
Kφ

af
(
Naf
J,i v̄

af
Ji −N s

J,iv̄
s
Ji

)
dΩ. (4.21)

4.2.3 Balance of linear momentum of the free fluid phases

Using analogous procedures as for the balance of linear momentum of the mixture, the spatially

discretised balance of linear momentum of the free water phase is given by

rwfIi =

∫

Γ

Nw
I p̂

wfnidΓ−
∫

Ω

Nwf
I,i
Np
K p̄

wf
K dΩ +

∫

Ω

Nw
I ρ̄

wfNwf
J āwfJi dΩ

+

∫

Ω

Nwf
I

neSeηw

krel,w
(KPerm,w

ij )−1Nwf
J v̄wfJj dΩ−

∫

Ω

Nwf
I

neSeηw

krel,w
(KPerm,w

ij )−1N s
J v̄

s
JjdΩ

−
∫

Ω

Nwf
I ρ̄wfbidΩ, (4.22)
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where p̂wf is a pore water traction on the surface (Neumann boundary condition). The discre-

tised balance of linear momentum of the free air phase is given by

rafIi =

∫

Γ

Naf
I p̂afnidΓ−

∫

Ω

Naf
I,i
Np
K p̄

af
K dΩ +

∫

Ω

Naf
I ρ̄afNaf

J āafJidΩ

+

∫

Ω

Naf
I

ne(1− Se)ηa

krel,a
(KPerm,a

ij )−1Naf
J v̄afJjdΩ

−
∫

Ω

Naf
I

ne(1− Se)ηa

krel,a
(KPerm,a

ij )−1N s
J v̄

s
JjdΩ−

∫

Ω

Naf
I ρ̄afbidΩ. (4.23)

4.3 Solution procedure, temporal discretisation and im-

plementation

To minimise the residuum r(d) (referred to as right-hand-side, RHS) which is a function of

the DOF d, the Newton-Raphson method is applied. At every i-th iteration, the correction

c(i+1) is added to the DOFs d(i), such that r(d(i) + c(i+1)) ≈ 0 is eventually achieved. By

expanding this equation in a Taylor series about d(i), and linearising the obtained equation, a

linear system-of-equations (SOE) is obtained, as follows:

∂r
(
d(i)
)

∂d
c(i+1) = −r

(
d(i)
)
. (4.24)

Eq. (4.24) is computed until c(i+1) and r(d(i)) are smaller than a given tolerance. As is visible

from Eq. (4.24), the partial derivatives of the residuum with respect to the discretised variables

are required. The SOE that needs to be solved is given in Eq. (4.25).
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∂rpwf
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∂rpaf

∂paf
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∂uaf
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∂raf

∂pwf
∂raf

∂paf
∂raf
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∂raf

∂uaf




























cs

cpwf

cpaf

cwf

caf











= −











rs

rpwf

rpaf

rwf

raf











(4.25)

The contributions to the left-hand-side ∂r
(
d(i)
)
/∂d (referred to as LHS) are not given in detail

here. They can either be calculated analytically or determined using numerical differentiation,

as is also explained later.
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For the temporal discretisation, the Hilber -Hughes-Taylor time integration scheme [168] is

utilised. The acceleration at the end of the increment (t+∆t) is calculated using

ü(t+∆t) =
1

β∆t2
(
u(t+∆t) − u(t) −∆tu̇(t)

)
−
(

1

2β
− 1

)

ü(t) (4.26)

and the velocity by

u̇(t+∆t) = u̇(t) +∆t

[

(1− γ) ü(t) + γ
1

β∆t2
(
u(t+∆t) − u(t) −∆tu̇(t)

)
− γ

(
1

2β
− 1

)

ü(t)

]

= (1− γ

β
)u̇(t) + γ

1

β∆t

(
u(t+∆t) − u(t)

)
+∆t

β − γ/2

β
ü(t). (4.27)

β and γ are parameters controlling numerical dissipation. Typically, both parameters are

expressed by α, for which β =
1

4
(1 + α)2 and γ =

1

2
+ α are defined. For numerical stability,

α should be in a range of α ∈ [0, 1
3
). The larger α is, the larger is the numerical damping. For

most simulations performed in the framework of this thesis α = 0.1 is set (except in Section

8.2.1, where α = 0.05 is used), which results in moderate numerical damping.

The u-p-U element is implemented for 2D/3D and axisymmetric analyses in the in-house

finite element code numgeo, which is introduced in detail in Chapter 7. An overview of the

implemented elements is given in Table 4.1. The different elements are explained in more

detail and inspected in Section 4.5, where comparisons with the u-p and u-U element for-

mulations are provided. In addition, the condition number of the stiffness matrix, a measure

for the numerical stability representing the accuracy of computing an inverse, of the u-p-U

element is compared to those of the u-p and u-U element formulations in Section 8.2.2. The

computational performance of the u-p and u-p-U element formulations for the simulation of

vibratory pile driving is also evaluated in Section 8.2.2.

4.4 Novel semi-analytical solution for the wave propa-

gation in a poro-elastic medium and investigation

of the relative acceleration

The derivation of a novel semi-analytical solution for the wave propagation in a fluid-saturated

elastic 1D medium is presented in this section (note that some of the following has already

been published by the author in [349, 348]). Contrary to existing analytical solutions, a semi-

analytical solution based on the u-U formulation (denoted as u-U formulation in this section
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Element label Dimension Shape Nodes Interpolation u/U-p ngp

2D elements

u6p3u6 2D triangle 6 quadratic-linear 3

u8p4u8 2D rectangle 8 quadratic-linear 9

u8p8u8 2D rectangle 8 quadratic-quadratic 9

u4p4u4 2D rectangle 4 linear-linear 4

u8p4u8-red 2D rectangle 8 quadratic-linear 4

Axisymmetric elements

u6p3u6-ax axisym. triangle 6 quadratic-linear 3

u8p4u8-ax axisym. rectangle 8 quadratic-linear 9

u8p4u8-ax-red axisym. rectangle 8 quadratic-linear 4

3D elements

u20p8u20 3D brick 20 quadratic-linear 27

u20p8u20-red 3D brick 20 quadratic-linear 8

u27p8u27 3D brick 27 (tri-)quadratic-linear 27

Table 4.1: Different types of u-p-U elements implemented in numgeo (ngp: number of integra-

tion points)

because of the 1D reduction) is developed, which allows to investigate the influence of the

relative acceleration. Note that a semi-analytical solution based on the u-p-U formulation

is possible as well, but is mathematically more tedious due to the larger number of primary

unknowns. The analytical solution is derived in discrete time and transformed back in physical

time using an inverse Laplace transformation. Two different approaches for the inverse Laplace

transformation are applied and compared to numerical solutions using the finite elements

developed previously. After having validated the semi-analytical solution, a novel scheme to

evaluate the influence of the relative acceleration solely in terms of highest compression wave

frequency and hydraulic conductivity is presented.

4.4.1 Governing equations

In the following, the governing equations for the wave propagation in a fluid-saturated porous

1D column are given. The exponents ⊔s for the solid and ⊔f for the fluid phase are used.

Only intrinsic values of fluid pressure are used, hence p̄f is dropped for sake of convenience.

No body forces are included, as the differential equations would be inhomogeneous otherwise.
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The momentum balance of the mixture given by Eq. (3.58) reduces for 1D fluid-saturated

conditions to

Dus,xx − Bpf,x = φsρ̄süs + φf ρ̄f üf , (4.28)

with D = E (1−ν)
(1+ν)(1−2ν)

. E denotes Young’s modulus and ν is the Poisson’s ratio. ⊔,x denotes

the change of variable ⊔ with respect to the coordinate x. Analogously, the momentum balance

of the pore fluid phase is reduced to

pf,x + ρ̄f üf +
φfηf

Kperm
(u̇f − u̇s) = 0. (4.29)

The pore fluid pressure is calculated using the mass balance of the pore fluid given by

ṗf
φf

K̄f
+ φf u̇f,x + (1− φf )u̇s,x = 0. (4.30)

For the u-U formulation, Eqs. (4.28, 4.29) have to be expressed in terms of displacement (and

its time derivatives) alone. In order to substitute the pore fluid pressure in the momentum

balance of the mixture, Eq. (4.30) has to be integrated in time. As this is not possible ana-

lytically, it is assumed that a reference state, where pf = us,x = uf,x = 0 holds, can be defined.

Since every deformation is purely reversible for the elastic medium this simplification does not

influence the solution. Eq. (4.30) now reads

pf = −K̄
f

φf
[
φfuf,x + (1− φf )us,x

]
, (4.31)

which can then be substituted into Eq. (4.28) yielding

[

D +B(1− φf )
K̄f

φf

]

︸ ︷︷ ︸

β

us,xx +BK̄fuf,xx = ρsüs + ρf üf . (4.32)

In the framework of the analytical solution, the balance equations are solved in discrete time.

The Laplace transformation is defined by

û(x, t) =

∫
∞

−∞

u(x, t)eλst dt . (4.33)

The primary variables ûs and ûf are given by exponential ansatz functions such as

ûs(x) = U seλsx and ûf (x) = U feλsx. (4.34)

Using Eq. (4.34), Eq. (4.32) can be expressed in spectral form, viz.

βus,xx +BK̄fuf,xx = s2ρsûs + s2ρf ûf . (4.35)
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The momentum balance of the pore fluid is also substituted using Eq. (4.31), viz.

−K̄
f

φf
[
φf ûf,xx + (1− φf )ûs,xx

]
+ ρ̄fs2ûf +

φfηf

Kperm
(sûf − sûs) = 0. (4.36)

Insertion of Eq. (4.34) in Eq. (4.35) and in Eq. (4.36) leads to a linear system of equations

such as





βλ2 − ρs BK̄fλ2 − ρf

− φfηf

Kperm

1

s
− K̄f

φf
(1− φf )λ2 ρ̄f +

φfηf

Kperm

1

s
− K̄fλ2






[

U s

U f

]

= 0. (4.37)

The characteristic equation is given by

λ4
[

−βK̄f +BK̄f K̄
f

φf
(1− φf )

]

︸ ︷︷ ︸

a

+λ2
[

βρ̄f + K̄fρs + β
φfηf

Kperm

1

s
+BK̄f φ

fηf

Kperm

1

s
− ρf

K̄f

φf
(1− φf )

]

︸ ︷︷ ︸

b

+

(

−ρs φ
fηf

Kperm

1

s
− ρf

φfηf

Kperm

1

s
− ρ̄fρs

)

︸ ︷︷ ︸

c

= 0. (4.38)

The solution for λ is

λ1 = −λ3 =

√

−b+
√
b2 − 4ac

2a
and λ2 = −λ4 =

√

−b−
√
b2 − 4ac

2a
. (4.39)

The primary variables are given by the fundamental system defined by

ûs(x) =
4∑

i=1

U s
i e

λisx and ûf (x) =
4∑

i=1

Uw
i e

λisx. (4.40)

The coefficients U s
i and U f

i are evaluated according to the boundary conditions. In order

to investigate the relative acceleration in a forthcoming section, the u-U formulation with

the assumption üs = üf (i.e. no relative acceleration) is derived in addition. The system of

equations for this case is defined by





βλ2 − ρtot BK̄fλ2

− φfηf

Kperm

1

s
− K̄f

φf
(1− φf )λ2 + ρ̄f

φfηf

Kperm

1

s
− K̄fλ2






[

U s

U f

]

= 0. (4.41)

The characteristic equation is

λ4
[

−βK̄f +BK̄f K̄
f

φf
(1− φf )

]

︸ ︷︷ ︸

a

+λ2
(

K̄fρtot + β
φfηf

Kperm

1

s
+BK̄f φ

fηf

Kperm

1

s
− ρ̄fBK̄fλ2

)

︸ ︷︷ ︸

b

− ρtot
φfηf

Kperm

1

s
︸ ︷︷ ︸

c

= 0. (4.42)
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4.4.2 Solution for different boundary conditions in discrete time

A column with length l is considered. The coordinate x takes values from 0 to l. A Heaviside

load H(t) = σ0 is applied at x = l instantaneously (t = 0 s). A schematic illustration of the

column is given in Fig. 4.1. The Dirichlet boundary conditions are

ûs(x = 0) = 0 and ûf (x = 0) = 0. (4.43)

Two additional Neumann boundary conditions are required, which are varied. They are

σ̂s(x = l) = 0 or − σ0 and p̂f (x = l) = 0 or σ0. (4.44)

The solid phase is either not loaded or a pressure of magnitude σ0 is assigned at x = l.

The fluid phase is loaded analogously. Different solutions for the different Neumann boundary

conditions are derived. The total stress is given by

σ̂tot(s, x) = Dûs,x − Bp̂f = D

4∑

i=1

λisU
s
i e

λisx − Bp̂f . (4.45)

The pore fluid pressure is computed using Eq. (4.31), which is given in discrete time by

p̂f = −K̄
f

φf
[
φf ûf,x + (1− φf )ûs,x

]
= −K̄

f

φf

[

φf
4∑

i=1

λisU
w
i e

λisx + (1− φf )
4∑

i=1

λisU
s
i e

λisx

]

.

(4.46)

As the four boundary conditions are not sufficient to determine the eight constants in Eq.

(4.40), one of the Eigenvectors of the system of equations (see Eq. (4.37)) is used in addition.

The coefficient of the solid phase is

U s
i =

ρf − BK̄fλ2i
βλ2i − ρs

︸ ︷︷ ︸

fi

U f
i . (4.47)

In case of the negligence of the relative acceleration, Eq. (4.41) is used. The coefficient of the

solid phase for this case is

U s
i =

−BK̄fλ2i
βλ2i − ρtot

U f
i . (4.48)

For all subsequent operations, Eq. (4.47) is used. The solution using Eq. (4.48) is obtained

analogously.
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x = l x = 0

�0

x

Figure 4.1: 1D column with boundary conditions

Together with the boundary conditions, Eq. (4.47) allows to determine all eight constants. In

order to do so, Eq. (4.46) is substituted with Eq. (4.47) yielding

p̂f = −K̄
f

φf
[
φf ûf,x + (1− φf )ûs,x

]
= −K̄

f

φf

[

φf
4∑

i=1

λis
1

fi
U s
i e

λisx + (1− φf )
4∑

i=1

λisU
s
i e

λisx

]

= −
4∑

i=1

λisU
s
i e

λisx
K̄f

φf

[

φf
1

fi
+ (1− φf )

]

︸ ︷︷ ︸

bi

. (4.49)

The effective stress is given by Eq. (4.45) and is calculated using

σ̂s(s, x) = D
4∑

i=1

λisU
s
i e

λisx. (4.50)

Taking into account the Neumann boundary conditions with loading of both phases, the system

of equations determining the four constants is given by











e0 e0 e0 e0

e0

f1
e0

f2
e0

f1
e0

f2

λ1e
λ1sl λ2e

λ2sl −λ1e−λ1sl −λ2e−λ2sl

−λ1eλ1slb1 −λ2eλ2slb2 λ1e
−λ1slb1 λ2e

−λ2slb2



















U s
1

U s
2

U s
3

U s
4









=









0

0

− σ0
Ds
σ0
s









. (4.51)

Note that all equations are already in a reduced form and the simplification λ2i=3,4 = λ2i=1,2 is

applied. Note in addition that the Eigenvalues are in general complex numbers. However, as

all coefficients contain either the square of λ or no Eigenvalue at all, the sought variables are

always non-complex. The system of equations given by Eq. (4.51) is solved using the computer

algebra program Mathematica. The coefficients in case of σ̂s(x = l) = −σ0 and p̂f (x = l) = 0

are:

U s
1 =

b2σ0
D(b1 − b2)(eλ1sl + e−λ1sl)λ1s

; U s
2 =

−b1σ0
D(b1 − b2)(eλ2sl + e−λ2sl)λ2s

U s
3 =

−b2σ0
D(b1 − b2)(eλ1sl + e−λ1sl)λ1s

; U s
4 =

b1σ0
D(b1 − b2)(eλ2sl + e−λ2sl)λ2s
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For σ̂s(x = l) = −σ0 and p̂f (x = l) = σ0 the coefficients are:

U s
1 =

(b2 −D)σ0
(b1 − b2)D(eλ1sl + e−λ1sl)λ1s

; U s
2 =

(D − b1)σ0
(b1 − b2)D(eλ2sl + e−λ2sl)λ2s

U s
3 =

−(b2 −D)σ0
(b1 − b2)D(eλ1sl + e−λ1sl)λ1s

; U s
4 =

−(D − b1)σ0
(b1 − b2)D(eλ2sl + e−λ2sl)λ2s

4.4.3 Fully analytical inverse Laplace transformation

In the following, σ̂s(x = l) = −σ0 and p̂f (x = l) = σ0 are considered as Neumann boundary

condition exemplary. In that case the displacements given in Eq. (4.40) are defined by

ûs =
σ0

(b1 − b2)Ds

[

(D − b2)
(
e−λ1sx − eλ1sx

)

(eλ1sl + e−λ1sl)λ1
+

(b1 −D)
(
e−λ2sx − eλ2sx

)

(eλ2sl + e−λ2sl)λ2

]

and

(4.52)

ûf =
σ0

(b1 − b2)Ds

[

(D − b2)
(
e−λ1sx − eλ1sx

)

(eλ1sl + e−λ1sl)λ1f1
+

(b1 −D)
(
e−λ2sx − eλ2sx

)

(eλ2sl + e−λ2sl)λ2f2

]

. (4.53)

To transform the solution back into the time domain, the inverse Laplace transformation has

to be performed. As the Eigenvalues λ depend on s, an analytical solution is not possible. λ(s)

results from the viscous interaction terms as can be seen from Eq. (4.38). Assuming negligible

interaction forces, a fully analytical inverse Laplace scheme can be derived. The transformation

to time domain using a fully analytical approach is presented in the following.

Before transforming Eqs. (4.52, 4.53) to the time domain, the exponential functions are further

simplified to:

ûs =
σ0

(b1 − b2)Ds

[

(D − b2)
(
e−λ1s(x+l) − eλ1s(x−l)

)

(1 + e−2λ1sl)λ1
+

(b1 −D)
(
e−λ2s(x+l) − eλ2s(x−l)

)

(1 + e−2λ2sl)λ2

]

ûf =
σ0

(b1 − b2)Ds

[

(D − b2)
(
e−λ1s(x+l) − eλ1s(x−l)

)

(1 + e−2λ1sl)λ1f1
+

(b1 −D)
(
e−λ2s(x+l) − eλ2s(x−l)

)

(1 + e−2λ2sl)λ2f2

]

(4.54)

The following series expansion [330]

1

1 + e−2λisl
=

∞∑

n=0

(−1)−n e−2λisln (4.55)

is used, which is applied to Eq. (4.54) yielding

e−λ1s(x+l) − eλ1s(x−l)

s(1 + e−2λ1sl)
=

∞∑

n=0

(−1)−n
1

s

(
e−λ1s[x+l(1+2n)] − eλ1s[x−l(1+2n)]

)
. (4.56)
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For the transformation back into time domain, the inverse Laplace transformation using the

following convolution integral

us(t, x) =

∫ t

0

L
−1
[
ûs(s, x)

]
(τ, x)f(t− τ)dτ, (4.57)

is calculated. f(t) = H(t) is set in the present case. H(t) = 1 holds for arbitrary t since a

Heaviside load is considered, which is applied instantaneously. Therefore, f = 1 can be set.

The required Laplace transforms for Eq. (4.57) are defined by

1

s
e−λis[x+l(1+2n)] t ❞H {t− λi[x+ l(1 + 2n)]} and (4.58)

e−λis[x+l(1+2n)] t ❞δ {t− λi[x+ l(1 + 2n)]} , (4.59)

which can be found in standard Laplace tables given in elementary mathematical textbooks.

The derivation and integration rules for Eq. (4.58) needed are

δ(x) =
dH

dx
and

∫

H(x)dx = xH(x). (4.60)

Substitution of Eq. (4.56) with Eq. (4.58) leads to

e−λis(x+l) − eλis(x−l)

s(1 + e−2λisl)
=

∞∑

n=0

(−1)−n
(

H
{

t−λi[x+l(1+2n)]
}

−H
{

t+λi[x−l(1+2n)]
})

. (4.61)

Inserting Eq. (4.61) in Eq. (4.54) and in Eq. (4.57) using Eq. (4.60) defines the displacement

of the solid in the time domain by

us =
σ0

(b1 − b2)D

∞∑

n=0

(−1)−n
[
(D − b2)

λ1

(
{
t− λ1[x+ l(1 + 2n)]

}
H
(
t− λ1[x+ l(1 + 2n)]

)

−
{
t+ λ1[x− l(1 + 2n)]

}
H
{
t+ λ1[x− l(1 + 2n)]}

)

+
(b1 −D)

λ2

(
{
t− λ2[x+ l(1 + 2n)]

}
H
{
t− λ2[x+ l(1 + 2n)]

}

−
{
t+ λ2[x− l(1 + 2n)]

}
H
{
t+ λ2[x− l(1 + 2n)]

}
)]

. (4.62)

The displacement of the fluid is given accordingly by

uf =
σ0

(b1 − b2)D

∞∑

n=0

(−1)−n
[
(D − b2)

λ1f1

(
{
t− λ1[x+ l(1 + 2n)]

}
H
(
t− λ1[x+ l(1 + 2n)]

)

−
{
t+ λ1[x− l(1 + 2n)]

}
H
{
t+ λ1[x− l(1 + 2n)]}

)

+
(b1 −D)

λ2f2

(
{
t− λ2[x+ l(1 + 2n)]

}
H
{
t− λ2[x+ l(1 + 2n)]

}

−
{
t+ λ2[x− l(1 + 2n)]

}
H
{
t+ λ2[x− l(1 + 2n)]

}
)]

. (4.63)
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The pore fluid pressure given in Eq. (4.49) is first substituted using Eq. (4.52) yielding

p̂f = −
4∑

i=1

λisU
s
i e

λisxbi

= − σ0
(b1 − b2)D

[
b1(D − b2)

(
−e−λ1s(x+l) − eλ1s(x−l)

)

(1 + e−2λ1sl)

+
b2(b1 −D)

(
−e−λ2s(x+l) − eλ2s(x−l)

)

(1 + e−2λ2sl)

]

(4.64)

and consequently transformed back to the time domain, which results in

pf =
σ0

(b1 − b2)D

∞∑

n=0

(−1)−n
[

b1(D − b2)
(
H
{
t− λ1[x+ l(1 + 2n)]

})

+H
{
t+ λ1[x− l(1 + 2n)]

}
+ b2(b1 −D)

(
H
{
t− λ2[x+ l(1 + 2n)]

}

+H
{
t+ λ2[x− l(1 + 2n)]

})
]

. (4.65)

Note that the changed signs in Eq. (4.64) are due to λ1 = −λ3.

To check if the analytical solution has been derived correctly, the wave propagation in a

column of l = 10 m length consisting of one fluid only (no solid phase present) is studied

first. The excess pore fluid pressure at the coordinate x = 0 m due to an external loading of

p̂f (x = l) = 1 kPa is shown in Fig. 4.2. The compression wave reaches x = 0 m after 6.75 ms.

With the velocity of the compression wave in the fluid defined by

u̇f =

√

K̄f

ρ̄f
, (4.66)

the velocity in the case of water u̇f =

√

2200000

1
= 1483.24 m/s and the time needed to reach

the bottom t =
l

u̇f
= 0.00675 s is calculated. The solution obtained by Eq. (4.65) is therefore

correct in terms of wave velocity. An excess pore water pressure of 2 kPa is observed, which

is due to the reflection of the compression wave at the Dirichlet boundary condition (same

polarity of incident and reflected wave).

4.4.4 Semi-analytical inverse Laplace transformation using the con-

volution quadrature method

The negligence of the viscous interaction terms in the fully analytical scheme presented in the

previous section is equivalent to a hydraulic conductivity tending to infinity. The fully analyt-

ical solution is thus only of limited usefulness for the investigation of the relative acceleration.
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Figure 4.2: Excess pore fluid pressure for the Heaviside loading of pure water with 1 kPa

(K̄f = 2.2 GPa and l = 10 m)

Therefore, a semi-analytical approach is developed, allowing to consider an arbitrary hydraulic

conductivity.

The convolution integral given in Eq. (4.57) in case of λ(s) can not be solved analytically.

A numerical method has to be applied since the convolution integral can not be written

with respect to Laplace and time domain simultaneously. A convolution quadrature method

proposed by Lubich [235] solves the convolution integral using a series expansion of the form

ux(t) =

∫ t

0

f(t− τ)g(τ)dτ → ux(n∆t) =
n∑

k=0

wn−k(∆t)g(k∆t), n = 0, 1, ..., N. (4.67)

The weights w are determined by

wn(∆t) =
R−n

L

L−1∑

l=0

ûx

(
γ
(
Reil2π/L

)

∆t
︸ ︷︷ ︸

sl

)

e−inl2π/L. (4.68)

The fundamental solution in Laplace domain ûx(s, x) is evaluated using a multi-step method

γ(s). Schanz et al. [330, 331] use the quotient of the underlying characteristic polynomials

γ = 3/2− 2z + 1/2z2, the radius of a circle in the domain of analyticity RN =
√
ε =

√
10−10

and L = N solving similar convolution integrals. Note that R must be in the range 0 < R < 1.

Eq. (4.67) represents a time discretisation using a time step of ∆t split in N+1 equal intervals.

Eqs. (4.67, 4.68) can be summed up yielding

ux(n∆t) =
R−n

L+ 1

L∑

l=0

ûx(sl)e
inl2π/L. (4.69)

Eq. (4.69) can either directly be computed or a discrete Fourier transformation (DFT) defined

as

fm =
2n−1∑

k=0

xke
−

2πi
2n
mk, m = 0, ...., 2n− 1, (4.70)
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can be used. Therein, xk is a vector filled by the entries of ûx(sl) with respect to l (or k in the

case of xk).

The semi-analytical solution is implemented in a Fortran code. The quadrature method is

implemented according to Eqs. (4.67, 4.68). Application of a DFT as given in Eq. (4.70) is

tested as well due to the speed-up in terms of computational time but is not further applied

due to immense noise in the output.

In order to validate the semi-analytical solution, a comparison with the u-p-U element for-

mulation is made. The finite element simulation is performed using the finite element code

numgeo (see Chapter 7) and two-dimensional elements with quadratically interpolated solid

and fluid displacements and linearly interpolated fluid pressure. A soil column with a length

of l = 10 m, discretised using 100 equally-spaced finite elements, is considered. The Heaviside

loading is exclusively imposed on the solid phase and the boundary conditions are according

to Eq. (4.43). The material parameters are given in Table 4.2. The time increment for the

semi-analytical solution is chosen to ∆t = 10−6 s and N = 105, which proved to result in

stable results not changing with smaller values for ∆t. The corresponding R is 0.99988487740.

The resulting excess pore fluid pressure history at x = 0 m during the wave propagation and

the displacement of the column at x = 10 m are given in Fig. 4.3 in comparison with the u-

p-U element formulation. Both the finite element simulation and the semi-analytical solution

show oscillations in the excess pore fluid pressure but are in good agreement otherwise. As is

further discussed in Section 8.2.2, the oscillations result (partly1) from the bad condition of

the stiffness matrix of the u-p-U element formulation. In case of the semi-analytical solution

the oscillations are caused by the convolution quadrature method, as is discussed in [330].

The displacement of the column at x = l is in perfect accordance. The consolidation process oc-

curring simultaneously to the wave propagation is well visible by the permanent displacement

of the column, which increases with every wave passing.

4.4.5 Quantification of the influence of the relative acceleration

based on the semi-analytical solution

The influence of relative acceleration between solid and fluid phase is investigated in this

section using the developed semi-analytical solution. Having proposed the u-p element formu-

1The oscillations could also be reduced by choosing stricter convergence criteria for the pore fluid pressure

DOF.
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Parameter Value Unit

Young’s modulus E = 15000 [kPa]

Poisson’s ratio ν = 0.3 [-]

Bulk modulus fluid K̄f = 2.2 [GPa]

Permeability Kperm = 1 · 10−12 [m2]

Dynamic viscosity ηf = 1 · 10−6 [kPas]

Gravity g = 10 [m/s2]

Grain density ρ̄s = 2.7 [g/cm3]

Fluid density ρ̄f = 1 [g/cm3]

Porosity n = 0.5 [-]

Top loading σ0 = 1 [kPa]

Column length l = 10 [m]

Table 4.2: Set of parameters employed for the analysis of the wave propagation using the

derived semi-analytical solution and the finite element approach. Note that the hydraulic

conductivity is calculated using kf = gρfKperm/ηf .
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Figure 4.3: Excess pore fluid pressure at x = 0 m and displacement at x = l using the param-

eters given in Table 4.2 for the semi-analytical solution and the u-p-U element formulation

lation, Zienkiewicz and co-workers have subsequently investigated the influence of the relative

acceleration in [450], using an analytical approach. Zienkiewicz et al. proposed the diagram

given in Fig. 4.5, quantifying the influence of relative acceleration. The constants required as

input are the characteristic length l, the hydraulic conductivity kf , the gravity g, the angu-

lar frequency ω, the total density ρtot, the density of the fluid ρ̄f and the compression wave

velocity vc of the mixture. Two parameters are derived using these constants, quantifying the
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influence of the relative acceleration. They are defined by

π1 =
kfρtotv2c
gρ̄fωl2

and π2 =
ω2l2

v2c
. (4.71)

These parameters are the coefficients of the accelerations in the Eqs. (4.28, 4.29) if the equa-

tions are rearranged and a periodic loading is assumed. The characteristic length l has no

physical meaning and has been the length of the one-dimensional column considered in the

analytical solution by Zienkiewicz et al. [450]. From Eq. (4.71) and Fig. 4.5 it is evident that

a larger hydraulic conductivity increases π1 and hence the influence of relative acceleration.

Using the novel semi-analytical solution with and without consideration of the relative ac-

celeration, the excess pore fluid pressure vs. time using the parameters supplied in Table 4.2

is given in Fig. 4.4 using a hydraulic conductivity of kf = 10−5 m/s and kf = 10−3 m/s,

respectively. In case of the low hydraulic conductivity the parameter π1 is so small that the

value is outside of the covered range of values. Hence, relative acceleration is of no importance

according to Fig. 4.5. This is confirmed by the excess pore fluid pressure history displayed in

Fig. 4.4a, where almost no difference between the results of the semi-analytical solution with

and without consideration of the relative acceleration, respectively, is found. In case of the

higher hydraulic conductivity the regime is marked in Fig. 4.5. Again, the diagram indicates

that relative acceleration can be neglected. The development of the excess pore fluid pres-

sure displayed in Fig. 4.4b shows, however, that the difference between the semi-analytical

solution with and without consideration of the relative acceleration grows with ongoing wave

propagation and a well identifiable deviation is visible after the third wave passing (t ≈ 0.08

s).

As mentioned in the introduction to this chapter, numerous researchers have argued with the

importance of the relative acceleration when deciding for a hydro-mechanically coupled finite

element formulation. In most cases, however, the calculation of π1 and π2 and application of

Fig. 4.5 would indicate that the relative acceleration is negligible for the analysis performed.

One reason that the diagram is seldom referred to is likely the large number of variables and

associated uncertainty required to calculate the two parameters given in Eq. (4.71) since the

characteristic length has no physical meaning.

The novel semi-analytical solution derived herein allows to simplify the dimensionless param-

eters using the relation ω =
πvc
l

→ l =
πvc
ω

, as the frequency is equal to that of the first

compression wave caused by the Heaviside load. The parameters π1 and π2 become

π1 =
kfρtotω

gρ̄fπ2
and π2 = π2. (4.72)
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Figure 4.4: Excess pore fluid pressure at x = 0 m using the semi-analytical solution with and

without consideration of the relative acceleration. The results displayed in plot a) are obtained

using the parameters listed in Table 4.2. For plot b) an increased hydraulic conductivity of

kf = 10−3 m/s is set.

The second parameter is now a constant and the main variables that influence the impact of

relative acceleration are kf and ω. The regime of negligible relative acceleration can therefore

be evaluated by the variation of kf and ω alone. For this purpose, the previously derived semi-

analytical solution is applied with consideration of the relative acceleration and compared to

the results without relative acceleration in a parametric study varying kf and ω (the latter

by varying the length of the column). The error between the two solutions is evaluated by

comparing the differences in the excess pore fluid pressure and time shift of the propagating

wave simultaneously. The tolerated relative error is set to 2 %. Larger discrepancies are clas-

sified in the regime of non-negligible relative acceleration, and consequently, in the regime in

which the results obtained from the u-p formulation differ from those obtained using the full

formulations (u-p-U and u-U element formulation). Owing to the considerable computational

time, the individual calculations are performed until either (a) the error tolerance is exceeded

or (b) the first peak of the pore pressure is reached by both formulations, without exceeding

the error tolerance. The error increases with number of wave passings, leading to an under-

estimation of the error in this study if the waves pass several times as is visible from Fig.

4.4b.

Figure 4.6 presents the results of the parametric study, depicting the regime of negligible

and non-negligible relative acceleration, respectively. The regimes are determined solely by

the highest compression wave frequency and the hydraulic conductivity. Note that in Fig. 4.6

not the angular but the natural frequency is used. The parameters of the simulation given in

Fig. 4.4b are marked by the blue circle. As expected, the influence of the relative acceleration
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increases with increasing frequency and hydraulic conductivity. Therefore, in case of fine-

grained soils, the influence of the relative acceleration is little to non-existent. This corresponds

to so-called high-viscous coupling (kf/ηf → 0), meaning that the two-phase medium behaves

like a one-phase medium during wave passaging (see [132]). For higher hydraulic conductivity

than 10−4 m/s, the maximum frequency at which relative acceleration still can be neglected

decreases over-linearly with the hydraulic conductivity. For a given hydraulic conductivity of

7 · 10−4 m/s, a threshold frequency level of approximately 55 Hz is reached.

 �
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Figure 4.5: Influence of the relative acceler-

ation in dependence of the two dimensionless

parameters π1 and π2 defined in Eq. (4.71)
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tion with respect to the frequency and the

hydraulic conductivity based on the semi-

analytical solution. Note that the frequency

is used, and not the angular frequency. The

regime for the simulation displayed in Fig.

4.4b using a hydraulic conductivity of kf =

10−3 m/s is marked.

Figure 4.6 indicates that using the parameters given in Tab. 4.2 with an increased hydraulic

conductivity of kf = 10−3 m/s small deviations between simulations with and without con-

sideration of relative acceleration have to be expected. This fits well to the excess pore fluid

pressure time history given in Fig. 4.4b, where small deviations between the solutions are

observed as well.

It is concluded that the proposed diagram allows to easily identify the applicability of the u-p

element formulation in numerical analyses with multi-phase porous media and high frequency

dynamics. Compared to the diagram by Zienkiewicz et al. [450], the uncertainty regarding the
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influencing factors is significantly reduced since the definition of a characteristic length is not

required. Somewhat surprisingly, the maximum frequency for which the relative acceleration

is still found to be negligible is considerably higher than assumed by researchers [310, 185,

259, 244]. Figure 4.6 shows that the u-p formulation can be applied for almost all typical

geomechanical BVPs, including vibratory pile driving (frequency typically higher than f ⪆ 25

Hz) in soils with comparably high hydraulic conductivity.

To investigate if the findings regarding the applicability of the u-p element formulation still

hold if complex geometries and effects due to material damping are faced simultaneously, the

simulation of vibratory pile driving tests is presented in Section 8.2.2 using the u-p and the

u-p-U element formulation, respectively.

4.5 Performance of different hydro-mechanically cou-

pled finite element formulations

The comparison of different hydro-mechanically coupled finite element formulations with the

semi-analytical solution are given in Fig. 4.7. The semi-analytical solution with consideration

of the relative acceleration is applied. The same geometrical specifications of the column and

identical parameters as used in Section 4.4.4 (with kf = 10−5 m/s) are employed. The column

is discretised using 100 finite elements for both 2D and 3D simulations as well as for elements

with linearly and quadratically interpolated solid displacement. Note that all elements are

implemented in the finite element code numgeo. The u-p element has been implemented by

Machaček [243]. The implementations of the u-p-U and u-U element formulations done by the

author are based on the implementation of the u-p element (see [349] for the implementation

of the u-U element). More details on numgeo and the various finite element formulations

available are given in Chapter 7. The following element formulations are compared in Fig. 4.7:

❼ u8p4u8 element: u-p-U element formulation, two-dimensional, 8 nodes discretising solid

displacement, 4 nodes discretising pore fluid pressure, 8 nodes discretising fluid displace-

ment, serendipity formulation, integration with 9 integration points

❼ u8p4u8-red element: u-p-U element formulation, two-dimensional, 8 nodes discretising

solid displacement, 4 nodes discretising pore fluid pressure, 8 nodes discretising fluid

displacement, serendipity formulation, reduced integration with 4 integration points
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Figure 4.7: Excess pore fluid pressure at x = 0 m using different element formulations. The

parameters listed in Table 4.2 are adopted.

❼ u8p8u8 element: u-p-U element formulation, two-dimensional, 8 nodes discretising solid

displacement, 8 nodes discretising pore fluid pressure, 8 nodes discretising fluid displace-

ment, serendipity formulation, integration with 9 integration points

❼ u4p4u4 element: u-p-U element formulation, two-dimensional, 4 nodes discretising solid

displacement, 4 nodes discretising pore fluid pressure, 4 nodes discretising fluid displace-

ment, integration with 4 integration points

❼ u8p4-red element: u-p element formulation, two-dimensional, 4 nodes discretising solid

displacement, 4 nodes discretising pore fluid pressure, serendipity formulation, reduced

integration with 4 integration points

❼ u8u8 element: u-U element formulation, two-dimensional, 8 nodes discretising solid dis-

placement, 8 nodes discretising fluid displacement, serendipity formulation, integration

with 9 integration points

❼ u27p8 element: u-p element formulation, three-dimensional, 27 nodes discretising solid

displacement, 8 nodes discretising pore fluid pressure, tri-quadratic formulation, integra-

tion with 27 integration points

❼ u20p8u20 element: u-p-U element formulation, three-dimensional, 20 nodes discretising

solid displacement, 8 nodes discretising pore fluid pressure, 20 nodes discretising fluid

displacement, serendipity formulation, integration with 8 integration points
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Element label Formulation Shape Nodes Interpolation u(/U)-p ngp

2D Elements

u8p4u8 u-p-U rectangle 8 quadratic-linear 9

u8p4u8-red u-p-U rectangle 8 quadratic-linear 4

u8p8u8 u-p-U rectangle 8 quadratic-quadratic 9

u4p4u4 u-p-U rectangle 4 linear-linear 4

u8p4-red u-p rectangle 8 quadratic-linear 4

u8u8 u-U rectangle 8 quadratic-quadratic 9

3D Elements

u27p8 u-p brick 27 (tri-)quadratic-linear 27

u20p8u20 u-p-U brick 20 quadratic-linear 27

Table 4.3: Different types of elements used for the analysis of the wave propagation in a

fluid-saturated column. The element formulation, the element shape, the number of nodes

discretising the displacements, the interpolation order for displacement and pore pressure and

the number of integration points (ngp) are given. Note that for the u8u8 element a selective

reduced integration scheme is adopted. Only 4 points are used for the integration of terms

containing the fluid pressure.

The different element types, their formulation, shape, number of nodes discretising the dis-

placements, interpolation order for displacement and pore pressure and number of integration

points (ngp) are also provided in Table 4.3.

Except of the u4p4u4 element all finite element formulations are in good agreement with the

solution of the semi-analytical approach. Strong oscillations are observed using the u4p4u4

element. The direct comparison with the other elements is, however, inequitable since the

distance between the nodes is twice the value of the other two-dimensional elements. Among

the quadratically interpolated u-p-U elements, the u8p8u8 element performs the worst, since

considerable oscillations in the curve of the excess pore fluid pressure are observed. As has

been mentioned at the beginning of this chapter, an interpolation of the fluid pressure one

order less than the solid displacement is recommended for the u-p element formulations in

order to satisfy the LBB condition. Based on the work of Zienkiewicz [451], [185] states that

the u-p-U elements, opposite to the u-p element formulation, do not require different order

of interpolation. The results of the present study demonstrate that the u8p8u8 and u4p4u4
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elements show stronger oscillations compared to the u8p4u8 elements and their application

can therefore not be recommended.

The u8p4u8-red element employs a reduced integration scheme for all contributions of the bal-

ance equations and is computationally advantageous to the fully integrated elements. Despite

the reduced number of integration points, the u8p4u8-red element is in perfect agreement with

the u8p4u8 element. The three-dimensional elements (u27p8 and u20p8u20 element) perform

similarly as their two-dimensional counterparts. The u27p8 element, which uses tri-quadratic

interpolation functions, unlike the u20p8u20 element, is investigated in more detail in Sec-

tion 6.6. As mentioned earlier, the u27p8 element is considered because it is advantageous in

contact analyses.

In a second comparison, the parameters are altered in the following way: E = 10, 000 kPa,

K̄f = 1.1 GPa, kf = 10−3 m/s and σ0 = 10 kPa. A larger influence of the relative acceleration

is expected compared to the first set of parameters. The results of this study are given in Fig.

4.8. Due to the higher hydraulic conductivity, the oscillations in the excess pore fluid pressure

are reduced for most element formulations, except for the u8p8u8 and u4p4u4 elements, which

solidifies the conclusions drawn from the simulation using the first set of parameters. The

elements based on the u-p formulation show an increasing divergence from the solution of the

semi-analytical approach with ongoing wave propagation as has already been observed earlier

in Fig. 4.4. This error between the element formulations is in particular visible from Fig. 4.9,

where the results of the u8p4 and the u8p4u8 element are compared for a time period between

t = 0.15 s and t = 0.2 s. The u8p4u8 element is in perfect accordance with the semi-analytical

solution whereas significant deviation is observed using the u8p4 element.

4.6 Eulerian finite element techniques

4.6.1 Basics

In an Eulerian analysis the mesh is fixed in space and the material moves through it. In

contrast to a Lagrangian analysis, the elements are not necessarily completely occupied by

material. An Eulerian approach is of advantage if large deformations are modelled since no

mesh distortion occurs.

In most Eulerian codes, a calculation increment is conceptually divided into two steps. In the

first step, the solution is progressed in time analogous to a Lagrangian analysis. In the second
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Figure 4.8: Excess pore fluid pressure at x = 0 m using different element formulations. The

parameters listed in Table 4.2 are modified to: E = 10, 000 kPa, K̄f = 1.1 GPa, kf = 10−3

m/s and σ0 = 10 kPa.
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Figure 4.9: Excess pore fluid pressure at x = 0 m using the u8p4 and u8p4u8 elements. The

parameters listed in Table 4.2 are modified: E = 10, 000 kPa, K̄f = 1.1 GPa, kf = 10−3 m/s

and σ0 = 10 kPa.

step, the solution is then mapped back to the Eulerian mesh, which is called the remap or

advection step. The strategy of solving the problem in two separate steps is often referred to

as operator split since the underlying differential equations are solved term-by-term (see e.g.

[43, 44, 396, 30]).

The balance equations introduced in Chapter 3 can generally be written by

∂⊔
∂t

+ div(ψ) = S, (4.73)
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where S is the source term and ψ is the flux function. Using operator splitting, Eq. (4.73) is

divided into two separate equations, which are

∂⊔
∂t

− S = 0 and (4.74)

∂⊔
∂t

+ div(ψ) = 0. (4.75)

Eqs. (4.74, 4.75) are solved sequentially. First, in the Lagrangian step, Eq. (4.74) is minimised.

In order to solve Eq. (4.75), the nodes which have moved during the Lagrangian step are

moved back to their original position and the material transport is computed. The Lagrangian

solution variables such as the stress are accounted for using transport algorithms [43, 44]. The

procedure of the operator split is illustrated in Fig. 4.10.

In earlier times, Eulerian calculations were attributed to be inaccurate due the poor resolution

of material interfaces [43]. However, interface tracking techniques have improved over time and

the use of second order advection algorithms, which calculate the material transport between

elements, allow for a very accurate computation of the flowing material.

A method in which both Lagrangian and Eulerian elements are present and interact with

each other is referred to as Coupled Eulerian-Lagrangian (CEL) method. In the finite element

code Abaqus the CEL method is implemented using an explicit time integration scheme.

Recently, the CEL method has gained increasing interest in numerical geomechanics due to

its comparably easy accessibility through the commercial finite element code Abaqus and the

increased computational resources available. The CEL method is in particular appealing for

the simulation of pile driving, for which the pile is modelled using a Lagrangian description

and the soil, undergoing large deformations, is modelled in the Eulerian framework. Successful

applications of the CEL approach to geotechnical BVPs have been reported e.g. in [303, 17,

397, 156, 32]. However, these simulations were restricted to either perfectly drained or locally

undrained conditions.

4.6.2 Hydro-mechanically coupled CEL method

To account for the change in pore fluid pressure and the resulting consolidation process, the

CEL method is extended by the pore fluid pressure as an additional primary unknown. This

is done based on an idea reported in [151, 150], where a coupled temperature-displacement

analysis is performed with Abaqus. Therein, the temperature is replaced by the excess pore

fluid pressure. In the following, this approach is elaborated in detail since an extension of the
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Figure 4.10: Sequences of steps in Eulerian analyses (modified from [32])

method used in [151, 150] is introduced, allowing to take into account the accelerations in

the balance equation of linear momentum of the pore fluid. Note that the derivation of the

hydro-mechanically coupled CEL method has already been published by the author in [353,

354]. In the following, instead of the exponent ⊔wf and ⊔af for the free water and free air

phase, the exponent ⊔f is used to indicate that a general fluid is considered. Note that only

fluid-saturated conditions are taken into account.

Based on the conclusion that the influence of relative acceleration is negligible for most BVPs,

the u-p formulation is used for the derivation of the hydro-mechanically coupled CEL method.

For this purpose, the balance of linear momentum of the free fluid phase given by Eq. (3.60)

is expressed in terms of relative velocity between fluid and solid phase. The relative velocity

is defined by

wf =
KPerm

ηf

[

− grad(pf ) + ρ̄f (b− üs)
]

(4.76)

and inserted into the mass balance of the fluid given by Eq. (3.52), resulting in

φf
1

K̄f
ṗf + div

{
KPerm

ηf

[

− grad(pf ) + ρ̄f (b− üs)
]}

+ div(u̇s) = 0. (4.77)

The similarity between Eq. (4.77) and the energy balance for the simulation of thermal pro-

cesses is utilised to incorporate the hydro-mechanically coupled analyses in Abaqus [151, 150].

The energy balance is

ρcθ̇ + λ div
[

− grad(θ)
]

= −ṁT , (4.78)

where ρ is the total density, c the specific heat, θ the temperature, λ the thermal conductivity

and ṁT the internal heat production.

60



Using the relationship ρ̄fb − grad(pf ) = −grad(∆pf ) and expressing the pore fluid pressure

rate only in terms of the change relative to the initial state (ṗf = ∆ṗf ), Eq. (4.77) can be

rewritten to

φf
∆ṗf

K̄f
+
KPerm

ηf
div
[

− grad(∆pf )
]

− KPerm

ηf
div
(
üs
)
+ div(u̇s) = 0. (4.79)

By (re)interpreting the temperature as the excess pore fluid pressure θ = ∆pf , the following

three matching terms can be identified from a comparison of Eq. (4.79) and Eq. (4.78)

cρθ̇ = φf
∆ṗf

K̄f
, (4.80)

λ div
[
− grad(θ)

]
=
KPerm

ηf
div
[

− grad(∆pf )
]

and (4.81)

ṁT = div(u̇s)− KPerm

ηf
div
(
üs
)
. (4.82)

Performing a thermal-displacement analysis with Abaqus, the constants in Eqs. (4.80) and

(4.81) are set to

c =
φf

K̄fρ
and λ =

KPerm

ηf
(4.83)

and the heat production following Eq. (4.82) is defined in a user material subroutine (VUMAT

in the present case). As the interface of the VUMAT provides no information on the acceleration

of the solid phase, the divergence of the solid acceleration is approximated using an explicit

mid-point rule

div(üs)t+∆t =
tr(ε̇)t+∆t − tr(ε̇)t

2∆t
+

div(üs)t

2
, (4.84)

where ()t+∆t corresponds to the current and ()t to the previous time increment.

Contrary to [151, 150], the proposed method allows for the simulation of hydro-mechanically

coupled problems using the full balance equations. One draw-back of this approach is the

constant density employed by Abaqus, e.g. no changes of the density are considered. However,

in case of fluid-saturated porous media the influence of a restriction to constant density is

judged small compared to the restrictions of simulations assuming ideally drained/undrained

conditions or neglecting the influence of inertia.

Since cavitation can occur during pile driving in water-saturated soils with low hydraulic

conductivity, the internal heat production given by Eq. (4.82) for pf + ∆pf < pflim is only

computed if ṁT < 0. pflim is the fluid pressure at which for a given temperature cavitation

occurs.
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The performance of the proposed fully coupled explicit approach is evaluated by comparison

with the semi-analytical solution for the wave propagation in a poro-elastic medium derived in

the previous sections. A Heaviside load of the solid phase is considered again. The parameters

used for the numerical as well as for the semi-analytical approach are the same as used in

Section 4.4.4 given in Table 4.2. For the semi-analytical solution and the explicit approach,

the time increments are set to ∆t = 10−5 s and ∆t = 10−6 s, respectively. The soil column

for the numerical analyses is either discretised using 100 elements or 1000 elements. For the

explicit calculations a time scaling factor, which can be used to modify the maximum stable

time increment of an explicit calculation, of 0.1 is used (see [340]).

The displacement-time history recorded at x = l and the development of excess pore fluid

pressure at x = 0 m are illustrated in Fig. 4.11a and Fig. 4.11b. For both the predicted excess

pore fluid pressure ∆pf as well as the displacements u the semi-analytical solution matches

the explicit numerical solution well.

Although the accordance with the semi-analytical solution is generally good, strong oscilla-

tions of the excess pore fluid pressure ∆pf are observed in the numerical solution in case of

a discretisation with 100 elements. However, these oscillations are absent in case of the dis-

placements. The oscillations can be noticeably reduced by refining the spatial discretisation,

as evident from the results obtained with 1000 elements.
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Figure 4.11: a) Comparison of numerical and semi-analytical results for the 1D wave propa-

gation: Displacement-time history recorded at x = l. b) Comparison of numerical and semi-

analytical results for the 1D wave propagation: Development of excess pore fluid pressure

(∆pf ) at x = 0 m.
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Note that the extension works for both, fully Lagrangian or Eulerian analyses with Abaqus.

Using it in conjunction with the (Multi-Material) Arbitrary Lagrangian Eulerian (MMALE or

ALE) method is possible as well. The presented extension has already been supplied to other

researchers and was used e.g. for the simulation of vibro-compaction in water-saturated soil

[192].
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Chapter 5

Constitutive models

Different constitutive models to describe the mechanical behaviour of soil are used. A distinc-

tion between conventional models, used for analyses with monotonic and cyclic loading with

up to N ≈ 102−104 cycles, and high-cycle models, used for analyses with more than 102−104

cycles, is made.

Four conventional constitutive soil models are employed in the scope of this thesis: the hy-

poplastic model with the intergranular strain extension [423, 269], the Sanisand model [82], the

Modified-Cam-Clay (MCC) model [317] and the anisotropic visco-ISA (AVISA) model devel-

oped and implemented by M. Tafili [373, 374]. The first three models have been implemented

anew into numgeo by the author with the aim of numerical stability even for strongly non-linear

BVPs such as pile driving, which is not necessarily the case with implementations available.

The constitutive equations, details on the numerical integration and implementation as well

as comparisons of the results of the new implementations with existing implementations are

given in Appendix A for the hypoplastic model and Sanisand.

The high-cycle models, namely the high-cycle accumulation (HCA) models for sand and clay,

are described in the following. Both models have been implemented into numgeo as well. The

enhancement of the HCA models by an adaptive strain amplitude, allowing to incorporate the

influence of rapid changes in the soil stiffness during the high-cyclic loading, is presented in

Section 5.2.
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5.1 High-cycle accumulation models

The HCA model of Niemunis et al. [268] is a constitutive model for the prediction of the me-

chanical behaviour of granular media subjected to a large number of load cycles. In contrast

to conventional constitutive models, the HCA model does not consider the response of the

soil during individual cycles but predicts the average values (stress, strain and other addi-

tional state variables) at N applied cycles (see Fig. 5.1). Thus, no incremental application of

individual cycles is necessary. Note that not only the HCA model is following this calculation

strategy. Similar strategies are employed by the constitutive models proposed in [286, 59, 173]

as well.

The characteristics of the cyclic loading are taken into account using a tensorial strain ampli-

tude definition, which strongly influences the accumulation of deformation predicted by the

HCA model. In order to obtain the strain amplitude, at least one individual loading cycle

has to be simulated, using a conventional constitutive model. This calculation phase of the

HCA model is denoted as the low-cycle mode of the model. Note that two cycles are usually

simulated using the conventional constitutive model and the strain amplitude is calculated

based on the recorded strain path of the second cycle (see Fig. 5.1). The first quarter of the

first cycle represents an initial loading, while all further cycles represent un- and reloading.

Hence, the first cycle is not used for the determination of the strain amplitude.

After the determination of the strain amplitude, the accumulation of permanent strain for

each following load cycle is calculated in the high-cycle mode of the model. As is indicated in

Fig. 5.1, the strain amplitude can be updated during the high-cycle mode of the HCA model

using so-called update cycles in case the cyclic loading leads to a considerable change in the

soil stiffness. These update cycles are calculated using the conventional constitutive model.

During the update cycle the strain path is again recorded and an updated strain amplitude is

calculated.

The approach followed by the HCA model has three major advantages over simulating a large

number of loading cycles using conventional constitutive models:

❼ A simulation of millions of load cycles using the conventional approach requires an even

larger number of calculation increments. For more complex BVPs, such as a monopile

foundation, the computational resources required would exceed available resources.

❼ In dependence of the global error control as well as on the integration of the (non-linear)

conventional constitutive model, an accumulation of numerical inaccuracies occurs. Since
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Figure 5.1: Calculation strategy in conventional analyses and in simulations using the HCA

model (modified from [406]). For simulations with the HCA model the strain amplitude εampl

is determined from the second load cycle calculated with a conventional constitutive model.

It can be updated at a given number of cycles by interrupting the high-cycle mode by an

additional conventional load cycle. During the high-cycle mode only the average loading is

applied and the strain amplitude is assumed to be constant.

the permanent strain accumulated per cycle is extremely low for a larger number of load

cycles, such inaccuracies can influence the solution considerably. Especially in case of

simulations with severe non-linearities and many required iterations this accumulation

may completely falsify the results of the simulation [268].

❼ The behaviour of granular media subjected to a large number of load cycles can not be

captured adequately by most conventional constitutive models since the cyclic history is

not taken into account. It is furthermore advantageous to separate the low-cycle mod-

elling of the soil behaviour from the high-cycle modelling as it reduces the complexity

of the constitutive model formulation. An example for a suitable conventional model for

high-cyclic loading is the memory-surface enhanced Sanisand model proposed by Liu et

al. [225] already mentioned in Chapter 2. However, due to the restrictions mentioned

in the two previous raised points, constitutive models such as the HCA model are still
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necessary for the incorporation of a larger number of loading cycles in complex BVPs

with a large number of DOFs.

The basic equation of the HCA model reads

σ̊ = E : (ε̇− ε̇acc − ε̇pl) (5.1)

with the (objective) stress rate σ̊ of the effective Cauchy stress σ (compression positive),

the strain rate ε̇ (compression positive), the accumulation rate ε̇acc, a plastic strain rate ε̇pl

(necessary only for stress paths touching the yield surface) and the pressure-dependent elastic

stiffness E. In the framework of HCA models the dot over a symbol denotes a derivative with

respect to the number of cycles N , i.e. ⊔̇ = ∂ ⊔ /∂N . Note that when integrating Eq. (5.1)

numerically in a finite element analysis it has to be integrated over ∆N = ∆t/tcycle where tcycle

is the duration of a single cycle (period) and ∆t is the time increment applied by the finite

element program. This is especially important for transient processes where time influences

the solution, e.g. in case of partially drained conditions with a consolidation process running

simultaneously. Depending on the boundary conditions, Eq. (5.1) predicts a change of stress

(σ̊ ̸= 0) and/or an accumulation of strain (ε̇ ̸= 0).

For ε̇acc in Eq. (5.1) the multiplicative approach

ε̇acc = ε̇acc m (5.2)

is used. The direction of strain accumulation (flow rule) is m = ε̇acc/∥ε̇acc∥ = (ε̇acc)→ (unit

tensor) and the intensity of strain accumulation ε̇acc = ∥ε̇acc∥. The flow rule of the Modified

Cam Clay (MCC) model is applied for m. It is given by

m =

[
1

3

(

pav − (qav)2

M2pav

)

I+
3

M2
(σav)∗

]
→

, (5.3)

where ⊔→ = ⊔/∥ ⊔ ∥ denotes the normalisation of a tensorial quantity. (σav)∗ denotes the

deviatoric portion of the average effective stress tensor. pav and qav are the average mean

effective and deviatoric stress, respectively. For the triaxial case the critical stress ratio M =

F Mcc is calculated by

F =







1 +Mec/3 for ηav ≤Mec

1 + ηav/3 for Mec < ηav < 0

1 for ηav ≥ 0

(5.4)

with

Mcc =
6 sinφcc

3− sinφcc
and Mec = − 6 sinφcc

3 + sinφcc
. (5.5)
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with the parameter φcc, which is similar but not necessarily identical to the critical friction

angle φc derived from a shear test with monotonic loading. ηav = qav/pav in Eq. (5.4) is the

average stress ratio.

The strain amplitude is calculated based on the recorded six-dimensional strain path (six

independent components of the strain tensor for 3D cases) and is defined as the euclidean

norm of six spans obtained by consecutive projection (degeneration) of the strain path on

(hyper-)planes. For a one-dimensional cyclic loading path, the classical definition εampl =

(εmax − εmin)/2 is regained with εmax/min denoting maximum/minimum strains. In order to

derive a tensorial amplitude and subsequently a scalar amplitude descriptor, a sequence of

projections of the strain loop is performed, each reducing the dimensionality of the strain loop

by one (e.g. from 6D to 5D, from 5D to 4D, ..., from 2D to 1D). For the original loop and

each of the projected loops, the two strain points with maximum distance are determined.

The orientations r⃗(i) with i = 1, 2, ..., 6 connecting both points as well as their corresponding

scalar distance 2R(i) are calculated. The following steps are performed to calculate the strain

amplitude [265, 268, 272]:

❼ Determine the maximum distance 2R(i) and the direction of the maximum distance r⃗(i)

of the strain points for each dimension i starting from the dimension corresponding to

the total number of strain components for the considered BVP

❼ Project the strain path onto a hyperplane perpendicular to r⃗(i). The strain path is

reduced by one dimension using ε(i−1) = ε(i)−ε(i)(ε(i) : r⃗(i)), which leads to a ”flattened”

strain path

❼ Save R(i) and r⃗(i)

❼ Repeat until R(1) and r⃗(1)

The procedure is illustrated in Fig. 5.2 for a recorded strain path with three strain components

for each recorded strain point. To simplify the illustrative example, only two strain components

(ε11 and ε22) are non-zero. Thus, the projection procedure has to be performed only two times

since the recorded strain path is 2D. A third projection results in R(1) = 0 since ε12 is zero for

all points.

In general, having calculated R(i) and r⃗(i) for each dimension, the tensorial amplitude A

according to [265, 268] is calculated using

A =
6∑

i=1

R(i)r⃗
(i) ⊗ r⃗(i). (5.6)
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Figure 5.2: Illustrative example for the calculation of the strain amplitude from a recorded

strain path in a 2D analysis. Plot a) shows the recorded strain path with 3 strain components

for each strain point and the corresponding direction of maximum distance r⃗(3) from strain

point eight to four. Since ε12 = 0 is set for all points (to simplify the procedures for the

illustrative example), the projection is performed in the ε11 − ε22 plane as is visible from plot

b). From that projection the scalar distance 2R(3) is obtained. The reduced strain path is

calculated using ε(2) = ε(3) − ε(3)(ε(3) : r⃗(3)) (performed for each recorded point) and is given

in plot c). Again, the direction of maximum distance r(2) from strain point nine to six and

the scalar distance 2R(2) are calculated. In plot d) the reduced strain path is displayed in

the ε11 − ε22 plane. Note that a subsequent flattening results in R(1) = 0 for the present case

since the original strain path had only two strain components with non-zero values. Note in

addition that, contrary to the illustration, ∥r⃗(i)∥ = 1 holds.
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The scalar value of the strain amplitude used for the function fampl is defined by

εampl = ∥A∥ =

√
√
√
√

6∑

i=1

(R(i))2. (5.7)

Recently, the utilised definition of the tensorial amplitude has been further validated by using

hollow-cylinder tests applying cycles with an independent oscillation of four strain components

and up to 104 cycles [408, 195].

5.1.1 HCA model for sand

For the HCA model for sand, the intensity of strain accumulation ε̇acc in Eq. (5.2) is calculated

according to Niemunis et al. [268] as a product of six functions given by

ε̇acc = fampl ḟN fe fp fY fπ. (5.8)

Each function considers a single influencing parameter, i.e. the strain amplitude εampl (function

fampl), the cyclic preloading g
A (ḟN), void ratio e (fe), average mean pressure pav (fp), average

stress ratio ηav or Ȳ av (fY ) and the effect of polarization changes (fπ = 1 for a constant

polarization). The definitions of the functions and the corresponding material constants are

supplied in Table 5.1 and in Table 5.2. Note that the value of the function fampl is limited to

10Campl in the model for sand. The determination of the state variable gA is analysed in more

detail in Section 5.2.

The normalised stress ratio Ȳ av used in fY is zero for isotropic stresses (ηav = 0) and one on

the critical state line (ηav = Mcc for triaxial compression). The function Y of Matsuoka &

Nakai [249] is used for the calculation of Ȳ av, which is defined by

Ȳ av =
Y av − 9

Yc − 9
with Yc =

9− sin2 φcc
1− sin2 φcc

and Y av =
27(3 + ηav)

(3 + 2ηav)(3− ηav)
. (5.9)

The plastic strain rate ε̇pl used in Eq. (5.1) is only required if the stress path reaches the

Matsuoka & Nakai failure locus during the high-cyclic loading. This failure locus is given by

F = −I1I2
I3

− 9− 8 tan2(φ) ≤ 0, (5.10)

where I1, I2, I3 are the principal invariants of the effective stress tensor and φ is the density-

dependent friction angle.
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Function Material constant Ref. quant.

fampl =

(

εampl

εampl
ref

)Campl

Campl εampl
ref

ḟN = ḟAN + ḟBN CN1

ḟAN = CN1CN2 exp

(

− gA

CN1fampl

)

CN2

ḟBN = CN1CN3 CN3

fe =
(Ce − e)2

1 + e

1 + eref
(Ce − eref)2

Ce eref

Table 5.1: Functions, material constants and reference quantities shared by the HCA models

for sand and clay

Function Material constant Ref. quant.

fp = exp

[

−Cp
(

pav

100 kPa
− 1

)]

Cp

fY = exp
(
CY Ȳ av

)
CY φcc

Table 5.2: Additional functions, material constants and reference quantities to Table 5.1 solely

used in the HCA model for sand

The formulation of the pressure-dependent elastic stiffness of the HCA model for sand required

in Eq. (5.1) has been derived from numerous drained and undrained high-cyclic triaxial tests

[410, 416] and can be found in [406]. The bulk modulus can be determined by comparison of the

volumetric strain accumulation measured in drained cyclic triaxial tests with the accumulation

of pore water pressure measured in undrained tests [406]. The Poisson’s ratio may be obtained

by performing strain-controlled undrained cyclic triaxial tests starting with an initial stress

ratio η ̸= 0 [406].

The parameters of the HCA model given in Table 5.2 can be determined from experiments

[411, 419] or estimated based on granulometry or simple index quantities [415, 419].
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5.1.2 HCA model for clay

Similar to sand, clay can show an accumulation of permanent strain due to cyclic loading

with many repetitions. Based on data from an extensive laboratory testing program on kaolin

under undrained cyclic loading [418], a HCA model for clay has been proposed in [406], which

is discussed in the following.

Eq. (5.1) used in the HCA model for sand is adopted for the clay model as well. The stiffness

E, the intensity of accumulation ε̇acc and the plastic strain rate ε̇pl have to be adjusted for

the clay model, however. Compared to sand, additional functions to take into account the

overconsolidation ratio OCR (fOCR) and the loading frequency (ff ) have to be added to the

intensity of accumulation for the clay model. On the other hand, one of the functions fe and

fp incorporated in the HCA model for sand can be omitted since in normally consolidated

soils void ratio and pressure are directly interrelated to each other via the normal compression

curve e(p). The factor fe is used in the HCA model for clay. The following multiplicative

approach is employed for the intensity of strain accumulation [406, 358], viz.

ε̇acc = fampl ḟN fe fη fOCR ff . (5.11)

In addition to the aforementioned modifications, the factor fY of the model for sand is replaced

by fη in Eq. (5.11). The functions and the corresponding material constants are given in

Table 5.1 and Table 5.3. An overview of the complete model including the derivation of the

constitutive equations, determination of the parameters and the simulation of element tests is

given in [406, 358].

Function Material constant

fη = exp (Cη |ηav|/M) Cη

fOCR = exp[−COCR(OCR− 1.0)] COCR

ff = 1 -

Table 5.3: Additional functions and material constants to Table 5.1 solely used in the HCA

model for clay

Analogous to the HCA model for sand, incorporation of a plastic strain rate is required since

the stress can take un-physical values otherwise (e.g. far outside the failure locus). The isotropic

yield surface of the MCC model is used for this purpose. The preloading surface is an ellipse
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described by

p(p− p+e ) +
( q

M

)2

= 0, (5.12)

with the critical stress ratioM . The equivalent pressure p+e marks the intercept of the preload-

ing surface with the p-axis. The overconsolidation ratio is defined as

OCR =
pe
p+e
, (5.13)

where pe is calculated from the virgin compression line as observed in isotropic compression

tests given by

ln

(
1 + ee0
1 + e

)

= λ ln

(
pe
pe0

)

. (5.14)

ee0 and pe0 are the referential void ratio and pressure, respectively, and λ is the inclination of

the compression line in a diagram with log-log scale. Using an associative flow rule, the plastic

strain can be calculated by

ε̇pl = ϕ̇
∂F

∂σ
, (5.15)

where ϕ̇ > 0 is the plastic potential and F is the scalar value of the preloading surface in

Eq. (5.12).
∂F

∂σ
is equivalent to m introduced in Eq. (5.3). The plastic strain is calculated

iteratively using Newton’s method. The increment in plastic strain is calculated by

∆εpl = ∆ϕ
∂F

∂σ
. (5.16)

∆ϕ is determined by computing the zero of Eq. (5.12) using Newton’s method, viz.

∆ϕi+1 = ∆ϕi − F i

dF i(∆ϕi)

d∆ϕ

. (5.17)

Eq. (5.17) is solved in every iteration i until F is sufficiently close to zero. The derivative of

F with respect to ∆ϕ is

dF (∆ϕ)

d∆ϕ
=
∂F

∂p

∂p

∂∆ϕ
+
∂F

∂q

∂q

∂∆ϕ
+
∂F

∂p+e

∂p+e
∂∆ϕ

. (5.18)

The partial derivatives of mean effective stress p, deviatoric stress q and p+e are defined by (see

[53])

∂p

∂∆ϕ
= −K (2p− p+e )

1 + (2K + ϑp+e )∆ϕ
, (5.19)

∂q

∂∆ϕ
= − q

∆ϕ+M2/6µ
and (5.20)

∂p+e
∂∆ϕ

= ϑp+e
2p− p+e

1 + (2K + ϑp+e )∆ϕ
. (5.21)
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In Eq. (5.21) ϑ is defined by

ϑ =
1 + e

λ− κ
, (5.22)

where the swelling index κ is used. For the HCA model for clay, a simple isotropic stiffness is

used for E in Eq. (5.1) calculated by

E = K1⊗ 1+ 2µI, (5.23)

where the scalar factors are defined as

K =
1 + e

κ
p and µ =

3K(1− 2ν)

2(1 + ν)
. (5.24)

In Eq. (5.24) ν is the Poisson’s ratio. I in Eq. (5.23) is the fourth order identity tensor. As has

been outlined in [268], a hyper-elastic definition of stiffness is inessential for the HCA model

since such models do not describe the course of stress and strain during individual cycles. Thus,

no accumulation of artificial strain during closed stress cycles or vice versa occurs despite the

hypo-elastic definition of stiffness.

5.2 Incorporation of an adaptive strain amplitude

In case of cyclic loading with significant change in effective stress, e.g. by relaxation of the stress

due to contraction, the strain amplitude may change during the high-cycle phase of the HCA

model as the result of the alteration of the soil stiffness. As already elaborated on in Section 5.1,

a change in strain amplitude can be taken into account by the HCA model by incorporation of

update cycles, which are performed with a conventional constitutive model. It is, however, a

priori not known at which number of loading cycles an update cycle should be incorporated or

what the correct number of required update cycles is. Furthermore, the strain amplitude may

in some cases change so rapidly with number of loading cycles that many update cycles would

be necessary which can considerably increase the run time of a simulation and thus diminish

the main advantage of the HCA model. In [357] it was demonstrated that only by incorporation

of many update cycles, the influence of the hydraulic conductivity on the long-term behaviour

of a monopile foundation under partially drained conditions could be realistically taken into

account (i.e. larger permanent deformation for lower hydraulic conductivity).

In addition to the aforementioned shortcoming, the use of update cycles requires a repeated

change of the ”active” constitutive model, which can lead to numerical difficulties. Because

the cyclic history variable used in the HCA model is not considered by the conventional
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constitutive model, a significantly larger permanent deformation can be predicted during the

update cycle than would be predicted by the HCA model for one cycle. Acknowledging these

disadvantages, an adaptive formulation of the strain amplitude, which takes into account

the change in soil stiffness during cyclic loading, is developed in the following. The proposed

modifications of the HCA model are then applied to the simulation of undrained cyclic triaxial

tests.

5.2.1 Cyclic preloading (ḟN) and historiotropic state variable (gA)

In case of a time-varying strain amplitude, the definition of ḟN given in Table 5.1 has to be

revised. Based on the measured response of sand in drained high-cyclic triaxial tests, a suitable

function to describe the increase of accumulated strain with increasing number of cycles N

was found to be [268]

fN = CN1[ln(1 + CN2N) + CN3N ]. (5.25)

CN1, CN2 and CN3 are material parameters. For the calculation of the rate of the intensity of

accumulation with respect to N the derivative of fN with respect to N is required

ḟN =
CN1CN2

1 + CN2N
︸ ︷︷ ︸

ḟA
N

+CN1CN3
︸ ︷︷ ︸

ḟB
N

. (5.26)

However, the definition of ḟN in Eq. (5.26) contradicts the Miner’s rule, which is especially

apparent when considering a case where the magnitude of the cyclic loading is negligible leading

to virtually no accumulation of deformation but ḟN decreases nevertheless as N increases. Eq.

(5.26) thus has to incorporate the intensity of cyclic loading of the previous cycles N . For

this purpose, a so-called historiotropic state variable gA was introduced in the original model

by Niemunis et al. ḟN(N) is replaced by ḟN(g
A) where gA = f(N, fampl) is a function of the

number of previous loading cycles and the strain amplitude of these previous cycles. The rate

of gA is calculated as the product of ḟN and fampl. Integration of ġA with respect to N then

gives the preloading state variable gA:

gA =

∫

ġAdN =

∫

ḟANfampldN. (5.27)

If fampl is assumed to be constant over the studied number of cycles the definition

gA = famplCN1 ln(1 + CN2N) (5.28)
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is obtained. In order to replace N in Eq. (5.26), Eq. (5.28) is rearranged to

N =
1

CN2

[

exp

(
gA

famplCN1

)

− 1

]

. (5.29)

Eq. (5.26) now can be written as

ḟN = CN1CN2 exp

(

− gA

CN1fampl

)

+ CN1CN3. (5.30)

This definition of ḟN is identical to the one given in Table 5.1.

For the general case of the strain amplitude being a function of the number of cycles εampl(N)

this definition has to be revised. Assuming that the strain amplitude remains constant over

the span of N0 to N , one may integrate Eq. (5.27) to

gA
∣
∣
∣
∣

N=N

N=N0

=

∫ N

N0

ḟNfampldN = ln
1 + CN2N

1 + CN2N0

CN1fampl. (5.31)

Using gA(N) =
∫ N

N0
ġAdN + gA(N0) and rearranging with respect to N yields

N =
1

CN2

[

exp

(
gA(N)− gA(N0)

CN1fampl

)

· (1 + CN2N0)− 1

]

. (5.32)

Eq. (5.26) becomes

ḟN =
CN1CN2

(1 + CN2N0)
exp

(
gA(N0)− gA(N)

CN1fampl

)

+ CN1CN3. (5.33)

N0 is the number of the cycle at which the strain amplitude was updated for the last time and

gA(N0) the cyclic preloading state variable at N0. A similar definition of ḟN for fampl ̸= const.

has also been derived in [272].

Note that when using update cycles the definition of ḟN in Eq. (5.33) should be applied and

not Eq. (5.30). The error using Eq. (5.30) obviously increases with increasing change in fampl.

In case of negligible change of fampl Eq. (5.30) still holds.

5.2.2 Adaptive strain amplitude definition

In order to take into account changes in the strain amplitude during high-cyclic loading, two

different approaches are proposed and discussed in the following. Using the local approach,

the strain amplitude is updated for each integration point independently. Thus, neither the

geometrical specifications of the BVP nor the characteristics of the applied loading are ac-

counted for. In contrast, the global SOE has to be solved in case of the global approach since

the influence of geometry of the BVP is considered.
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Local approach for the adaptive strain amplitude

The strain amplitude is a function of the soil stiffness and is assumed to change linearly with

respect to it. The following relation between the tensorial strain amplitude and the soil stiffness

is proposed

A
N = A

0 ∥E0∥
∥EN∥ . (5.34)

A
N and E

N are the tensorial amplitude and the soil stiffness at N cycles, respectively. A0 and

E
0 are the corresponding reference values. Equation (5.34) is motivated by the assumption

that the change in (mean value of) stiffness between the updates of the strain amplitude is

large compared to the change of stiffness during an individual cycle such that it can be taken

as representative.

Note that instead of Eq. (5.34), the updated scalar strain amplitude εampl,N = εampl,0 ∥E0∥
∥EN∥ can

also directly be calculated alternatively. The soil stiffness E is obtained using the conventional

constitutive model since it determines the strain amplitude. E0 is the stiffness of the first

converged increment of the cycle used to calculate the strain amplitude. The strain increment

of this calculation increment is saved and later reused to evaluate the updated value of the

soil stiffness EN , which is obtained using the state variables at N applied loading cycles. Both

E
0 and E

N are defined as secant stiffness. Alternatively, the tangent stiffness at mean loading,

where E =
∂∆σ

∂∆ε
is calculated by a numerical differentiation scheme (as further elaborated on

in Appendix A), may be used. Preliminary investigations showed no influence of the definition

of the stiffness for the update of the strain amplitude.

A second, more sophisticated approach is to use the direction of maximum distance at the

reference state for each dimension r⃗0(i) introduced in Eq. (5.6) which is done using

A
N =

6∑

i=1

R0(i)r⃗
0(i) ⊗ r⃗0(i) E

0 :: (r⃗0(i) ⊗ r⃗0(i))
EN :: (r⃗0(i) ⊗ r⃗0(i))

, (5.35)

where ⊔ :: ⊔ =
∑3

i=1

∑3
j=1

∑3
k=1

∑3
l=1 ⊔ijkl⊔ijkl. Eq. (5.35) has the advantage that the change

of stiffness is only considered in the direction of the radius R0(i) at the reference state. By

using Eq. (5.34), the change in stiffness is ”smeared”.

Preliminary investigations on the monopile simulations presented in Section 8.4 showed that

both Eq. (5.34) and Eq. (5.35) are suitable for the incorporation of the influence of the change

in soil stiffness on the strain amplitude and the differences in the updated scalar strain am-

plitude are minimal. Hence, the simpler Eq. (5.34) is used.
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Due to its local character, some kind of nonlocal smoothing of the updated strain amplitude

has to be performed using the local approach. Otherwise a localisation of the strain amplitude

(self-reinforcing or positive feedback phenomenon) and a strong mesh-dependency is expected,

similar to the localisation observed for strain softening materials [107, 288, 41, 186, 134, 370,

341]. Having obtained the scalar value of the updated strain amplitude εampl,N , the spatially

averaged value ε̄ampl,N is defined by

ε̄ampl,N(xi) =

∫

w(xi,xj)ε
ampl,N(xj) dV . (5.36)

xi is the coordinate of the integration point at which the smoothed value is calculated and

xj is the coordinate of all points considered for the smoothing (in other words, all integration

points of the finite element model). w(xi,xj) is a weight function. The weight function is

defined such that for a uniform distribution, uniformity is preserved after smoothing [288],

viz.

w(xi,xj) =
w0(xi,xj)

∫
w0(xi,xj) dV

. (5.37)

w0(xi,xj) determines the dependency of the weighting on the distance between the points i

and j. Points j closer to the coordinate xi have larger values for w0(xi,xj) than points further

away.

A commonly applied approach for w0(xi,xj) is the Gaussian function [288], for which the

weighting is defined by

w0(xi,xj) =
1

lc
√
π
e
−

(∥xi − xj∥
lc

)2

, (5.38)

where the so-called characteristic length lc is introduced. lc influences the distance to other

points which are considered for the smoothing. The larger lc, the more points are considered

in the averaging. For the application to nonlocal plasticity, lc is often related to the grain size

and depends additionally on the distance between integration points of the finite elements. No

relation in terms of grain size exists for the application of the nonlocal smoothing algorithm

to the smoothing of the strain amplitude. A lower boundary of lc can, however, be estimated

by the distance between integration points of the finite elements. lc has to be large enough

such that a sufficient number of points are located in the zone of smoothing. At least the

integration points of the same finite element should be considered for the smoothing.

The smoothing of the strain amplitude is performed by evaluation of Eq. (5.36) for all inte-
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gration points nigp. The smoothed strain amplitude is

ε̄ampl,N(xi) =

nigp∑

j=1

w(xi,xj)ε
ampl,N(xj), (5.39)

where the weighing is calculated by

w(xi,xj) =
w0(xi,xj)

∑nigp

k=1w0(xi,xk)
. (5.40)

An efficient evaluation of Eq. (5.39) and Eq. (5.40) is crucial since the number of integration

points nigp of the model can be large and the computational effort increases with the square

of nigp. Fortunately, the outer loop over the integration points i can easily be evaluated using

parallel computing with multiple threads, as is explained in Section 7.1.3. The influence of

the smoothing is discussed in more detail in Section 8.4.3 for the application to the long-term

behaviour of monopile foundations for OWTs.

Global approach for the adaptive strain amplitude

Eqs. (5.34, 5.35) can only account for the local change in soil stiffness (even though the nonlocal

smoothing adds some global character to it). Given for instance a pile, no influence due to a

change in the deformation mode caused by load re-distribution can be considered. Hence, an

additional approach is proposed, which is similar to the usage of update cycles. During the

high-cycle phase individual loading cycles are calculated using the conventional constitutive

model in a purely ”private” fashion parallel to the high-cyclic calculation using the HCA

model, so that the applied loading and the resulting change in the soil state do not influence

the solution of the high-cyclic phase directly. Only the updated strain amplitude is transferred

to the high-cycle part of the simulation. The current state variables of soil are used in these

individual loading cycles.

This has three advantages over the application of the ”conventional” update cycles:

❼ The high-cycle phase of the HCA model is not interrupted. In simulations with severe

non-linearities, the HCA model may in some cases fail to converge at the beginning of the

accumulation phase due to the change of the constitutive model, which is avoided using

the proposed global approach. Such instabilities are for instance observed for hydro-

mechanically coupled simulations with u-p elements or u-p-U elements where small

time increments may cause oscillations in the pore fluid pressure (the conditioning of

the stiffness matrices gets worse with smaller time increments, see Section 8.2.2 for a
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comparison of the condition numbers of u-p and u-p-U elements with the condition

number of the better conditioned matrix of the u-U elements). The advantage of the

proposed definition over update cycles for such a case is demonstrated in Section 8.4.1.

❼ No manual incorporation of the update cycles in a separate calculation step is necessary,

hence allowing to update the strain amplitude at an arbitrary number of applied load

cycles in a more convenient way.

❼ Because the cyclic history variable used in the HCA model is not considered by the

conventional constitutive model, a significant larger permanent deformation is often

predicted during the update cycle than would be predicted by the HCA model equations

for one cycle. This error is larger for update cycles performed at a larger number of

pre-loading cycles, since the accumulation rate decreases with increasing value of the

cyclic history variable.

The following outlines the procedures necessary for a global definition of the adaptive strain

amplitude:

❼ At a given number of applied load cycles in the high-cycle phase an additional (separate)

analysis (submodel analysis) is performed. The initial state of the submodel analysis

corresponds to the current state of the parent analysis. This is done by saving all relevant

state variables from the parent simulation, which are then used to initialise the submodel

analysis.

❼ One individual load cycle is calculated in the submodel analysis and the strain path is

recorded. The strain amplitude is calculated at the end of the cycle using Eq. (5.6).

❼ The parent analysis retrieves the updated strain amplitude from the submodel analysis.

No other solution variables (displacement, strain, stress, state variables,...) are altered.

❼ The parent analysis is continued with the regular high-cycle phase using the updated

strain amplitude.

A schematic illustration of these procedures is depicted in Fig. 5.3. Note that only the effective

stress and the void ratio change during the high-cycle phase of the simulation. Other internal

state variables of the conventional constitutive model used for the low-cycle phase, such as the

intergranular strain tensor in case of the hypoplastic model or the back-stress and fabric tensor
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Figure 5.3: Schematic illustration of the procedures performed in a HCA simulation with a

submodel analysis. After a given number of cycles the field of strain amplitude εampl is updated

in a submodel analysis which obtains the state variables (e.g. void ratio e, pore water pressure

pw and effective stress σ) from the parent analysis and calculates the updated strain amplitude

εampl
2 . εampl

2 is then used in the parent analysis for the next high-cycle phase.

of the Sanisand model, are not updated. Therefore, the values saved from the last increment

of the last conventional load cycle are used.

The global approach, in contrast to the local approach, requires to assemble and solve the

global SOE in many increments, analogous to the ”conventional” update cycles. As will be

outlined in Section 8.4.1, the global approach is nonetheless superior to the ”conventional”

update cycles in terms of computational performance and numerical stability.

5.2.3 Application to undrained cyclic triaxial tests

In order to show the influence of the change of strain amplitude and the suitability of the pro-

posed adaptive strain amplitude for well controlled boundary conditions and simple geometry,

undrained cyclic triaxial tests are analysed in this section. The tests have been performed in

the laboratory of the Institute of Soil Mechanics and Rock Mechanics at KIT, Karlsruhe. A

medium coarse sand (d50 = 0.6 mm, Cu = 3) was used as test material. The tests started
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from an isotropic initial mean effective stress of p0 = 300 kPa and an initial relative density

of Dr = 56 %. Cycles with a deviatoric stress amplitude of qampl = 60 kPa were then applied.

The simulations of the tests are performed using the HCA model in combination with the

hypoplastic model with intergranular strain extension as conventional model. The parameters

used are given for the hypoplastic model in Table 5.4 and for the HCA model in Table 5.5. The

parameters of the HCA model have been calibrated in a preceding work using the same triaxial

test data (see [406] for the general calibration procedure). Note that for this calibration, the

strain amplitude εampl(N) measured in the test was used as input for the HCA model. This is

not done for the simulations presented in the following, for which the strain amplitude is either

calculated by the hypoplastic model or updated using the proposed adaptive strain amplitude

definition. For the pressure-dependent elastic stiffness E of the HCA model (see Eq. (5.1)) the

bulk modulus is calculated according to [406] from

K = B

(
pav

patm

)n

patm,

with the parameters B = 400, n = 0.5 and patm = 100 kPa [406]. During the high-cycle phase

of the simulations the HCA model predicts the change in pore water pressure ṗw =
√
3Kε̇acc

[406].

ϕc ei0 ec0 ed0 hs n α β R mR mT βR χ

[-] [-] [-] [-] [kPa] [-] [-] [-] [-] [-] [-] [-] [-]

33.6◦ 0.953 0.829 0.474 9 · 106 0.36 0.076 0.5 10−4 2.3 1.15 0.1 5.5

Table 5.4: Parameters of Hypoplasticity with intergranular strain extension used for the sim-

ulation of the cyclic undrained triaxial test

Campl Ce Cp CY CN1 CN2 CN3

1.6 0.48 0.005 3 7·10−4 0.06 2.8 · 10−4

Table 5.5: Parameters of the HCA model adopted for the simulation of the cyclic undrained

triaxial test
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Figure 5.4: Strain amplitude εampl and excess pore water pressure ∆pw vs. number of load-

ing cycles N measured in the experiment and obtained from the simulations. a) Simulations

without update cycles (constant εampl) and with update cycles. b) Simulations with adaptive

strain amplitude εampl in the framework of the local approach and with update cycles. The

update cycles and the update using the adaptive strain amplitude are performed at N =120,

240, 360, 480.

Fig. 5.4a displays the strain amplitude εampl and the excess pore water pressure ∆pw vs. number

of loading cycles N for the experiment and a simulation with a constant strain amplitude εampl.

In addition, a simulation with incorporation of update cycles at N = 120, 240, 360, 480 is

depicted. With ongoing cyclic loading the strain amplitude and the excess pore water pressure

increase in the test. The increase of the strain amplitude is a consequence of the decrease in

soil stiffness due to the reduction in effective stress (compression positive). Both simulations

predict the excess pore water pressure well up to N = 200. For a higher number of cycles,

however, the simulation with constant εampl underestimates the increase in excess pore water

pressure compared to the experiment. The simulation with update cycles is able to capture

the increase in εampl, which in turn leads to the prediction of a faster accumulation of excess

pore water pressure due to higher accumulation rates according to Eq. (5.8) (self-reinforcing

or positive feedback phenomenon).

The simulation using the adaptive strain amplitude in the framework of the local approach and

updating εampl at N = 120, 240, 360, 480 is given in Fig. 5.4b. In the ideal case, this simulation

would coincide with the simulation employing update cycles. However, since the simulation

using update cycles considers the full cycle whereas the adaptive strain amplitude estimates

the secant stiffness at the mean loading, a small deviation of the simulations is observed.
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The simulation using update cycles gives slightly larger strain amplitudes compared to the

simulation using the adaptive strain amplitude. The difference increases with every update of

the strain amplitude since larger strain amplitudes result in larger strain amplitudes at the

next update due to stronger relaxation of effective stress.

The same simulations but with an update of the strain amplitude at every 5th cycle (the

increment size is 5 cycles per increment and the strain amplitude is updated every increment)

using the adaptive strain amplitude is given in Fig. 5.5. A slightly too large strain amplitude

and a corresponding moderate overestimation of the excess pore water pressure accumulation

for N < 200 are observed. For N > 400, however, the excess pore water pressure is now in

better agreement with the experimental results.

The simulation of the cyclic undrained triaxial tests shows that the adaptive strain amplitude

is able to capture the changes in strain amplitude with increasing excess pore water pressure.

The application to the simulation of a monopile foundation for OWT foundations is presented

in Section 8.4.
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Figure 5.5: Strain amplitude εampl and excess pore water pressure ∆pw vs. number of loading

cycles N measured in the experiment and obtained from the simulations with adaptive strain

amplitude εampl and with update cycles. The strain amplitude is updated in every 5th cycle

using the adaptive strain amplitude.
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Chapter 6

Contact mechanics

Accounting for contacting bodies adds significant complexity to numerical analyses. Every

contact analysis has to consider the change of the position of bodies and is hence geometrically

non-linear by nature. The computational handling of contact analyses is nowadays an own

branch of research in solid mechanics and is also very relevant in geomechanics, as soil-structure

interaction has to be accounted for in many BVPs. Efficient contact search algorithms are also

required for discrete methods such as the discrete element method (DEM), where the contact

constraints between many discrete bodies have to be enforced [283, 262]. The performance of

mixed finite element/DEM methods, where individual grains are discretised using conventional

finite elements, also depends strongly on the applied contact algorithms [236].

Even though the present work is focused on geomechanical aspects, the following chapter

covers both the solid-mechanics as well the constitutive modelling related aspects of contact

mechanics. The contact discretisation detects the contacting bodies, determines the normal

distance and the tangential slip and eventually integrates the contact contributions. The con-

stitutive contact model calculates the change in contact stress based on the increment in

relative surface movement computed by the contact discretisation method. One of the most

advanced family of contact discretisation techniques are the so-called mortar methods. In gen-

eral, mortar techniques can be divided into segment-based mortar (SBM) [301, 428, 302, 297]

and element-based mortar (EBM) [122, 124, 388] techniques [117]. In the framework of the

SBM technique, the surfaces of the contact pair are divided into finite segments, which are in-

terpolated and integrated similarly as continuum finite elements (no discrete contact elements

are introduced, however). In contrast, the EBM technique does not require the segmentation

of the surface pair and uses the integration points (existing or potentially additionally created)

of the edges/surfaces of the underlying finite elements for the surface integration, analogous
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to the integration of regular (constant) external tractions.

In contrast to simpler contact discretisation techniques (e.g. the Node-to-Surface (NTS) method

implemented in many finite element codes), both mortar techniques satisfy contact patch tests

used to evaluate the performance of the contact discretisation technique [2]. The Babuška-

Brezzi stability requirements can be satisfied as well [422]. In addition, determination and

integration of the contact stresses using mortar methods is in general not (strongly) depen-

dent on the discretisation of the underlying continuum and the methods are suitable for

large-deformation analyses. Mortar methods allow for a local refinement of the geometry of

the contacting surfaces, resulting in a smoother distribution of contact stresses compared to

simpler contact discretisation techniques. A refinement is in particular appealing for the incor-

poration of state-dependent constitutive interface models, such as used for soils. This is due

to their sensitivity towards small changes in strain (in particular changes of strain direction)

caused by (spatially) discontinuous relative surface movements and jumps in contact stresses

which can occur when using less advanced contact discretisation techniques. Furthermore, us-

ing quadratically interpolated finite elements, as often applied in computational geomechanics,

is troublesome in combination with the NTS method [425], whereas such limitations are not

faced using mortar methods.

Mortar methods have originally been proposed for the decomposition of domains [46] and

were only later applied to contact mechanics. The first application of the mortar technique

as contact discretisation method was reported by [339, 440, 285]. These early versions of the

mortar technique have then been extended by [301, 428] to allow for frictional contact and

consideration of large-deformations for 2D applications. [427] later developed a mortar method

for self contact taking into account large-deformations as well. [302] presented a 3D mortar

method and an extension for quadratically interpolated finite elements. [388] developed an

EBM approach for 2D using Lagrange multipliers including frictional forces. The division

of the surfaces into segments is not required, which saves computational time and makes

the implementation more straightforward. A comparison of segment-based vs. element-based

integration in the framework of the mortar method has been presented by [117], concluding

that the SBM is slightly more accurate. [296] developed a mortar contact technique for fluid-

structure interfaces using dual Lagrange multipliers [298], allowing for static condensation of

the additional unknowns introduced by the Lagrange multiplier. In [342] the implementation of

the mortar method in the open-source finite element code Calculix1 has been presented. [116]

proposed a 3D mortar method for refined analysis of sharp corners and edges. An overview

1
Calculix is a finite element code for structural mechanics applications. The interested reader is referred

to www.calculix.de.
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over proposed mortar contact techniques can be found in [203]. Early applications of mortar

methods in geomechanics are reported e.g. in [123]. In more recent work, mortar methods have

also been used in combination with hydro-mechanically coupled finite elements considering

partially drained conditions to study pile installation processes [326, 325]. In addition, the

analysis of unsaturated soils employing mortar contact techniques has been reported in [140].

Both a 2D/3D large-deformation EBM and a 2D SBM contact discretisation method consid-

ering friction and using a numerical differentiation scheme for the calculation of a consistent

Jacobian are developed and implemented in the framework of this thesis. The numerical dif-

ferentiation scheme is advantageous in case complex interface models are used, for which no

consistent Jacobian can be derived analytically. Both contact discretisation methods consider

the state-dependency of the friction model such as necessary for a hypoplastic interface model.

A zero-thickness contact element approach is used for both mortar methods2. The SBM con-

tact discretisation technique is applied for the large-deformation analysis of vibratory pile

driving in water-saturated soil considering friction and strongly non-linear constitutive (inter-

face) models for the first time in this thesis. Compared to existing work, these simulations add

complexity not only due to the additional non-linearities but also because of non-conforming

meshes (i.e. differing element sizes of the paired surfaces) with frequently changing node con-

nectivities due to the large penetration depth of the pile during the installation process. So

far, it is unclear if the SBM method is superior in terms of efficiency to the less advanced

EBM discretisation for such analyses since the required evaluation of the mortar segments has

to be performed very frequently.

The second part of this chapter is devoted to constitutive contact modelling, also referred to

as constitutive interface modelling. A novel procedure to use existing constitutive continuum

models for the mechanical description of the constitutive interface behaviour is presented. In

addition, an interface model for high-cyclic loading based on the HCA model is proposed. The

novel interface models are validated using monotonic and cyclic simple interface shear tests.

6.1 Notation

The basic features of the mechanical description of the contact problem are presented first,

whereby these apply independently of the chosen contact discretisation method. Classically,

2Nowadays, zero-thickness contact elements are the norm. Only very few finite element codes still use

discrete contact elements. Discrete contact elements are limited to merely small relative tangential movements.

Such restrictions do not exist for zero-thickness contact elements.
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one surface of the pair is denoted as the slave (⊔(1)) (i.e. the surface with the finer mesh) and

the other as master (⊔(2)) surface. Recalling Eq. (3.28), the surface traction is defined by

t = σ · n(1), (6.1)

wherein n(1) is the normal vector of the slave surface. The normal vector of the master surface

n(2) is given by

n(2) = −n(1). (6.2)

The contact stress of the contact pair can be separated in its normal and tangential compo-

nents, viz.

t = tN + tT . (6.3)

The normal stress component tN (negative for compression) and the normal stress vector tN

are

tN = −n(2) · σ · n(1) and tN = −n(2)tN . (6.4)

The (total) normal stress can be decomposed according to Terzaghi’s principle in

tN = t′N − pw, (6.5)

where the effective normal stress t′N and the (intrinsic) pore water pressure pw (positive for

compression) are introduced. The tangential stress vector is defined by

tT = t− tN = (I− n(2) ⊗ n(2)) · t. (6.6)

The minimum distance between slave and master nodes is evaluated by the euclidean norm

x(2)(x(1)) = arg(min ∥x(1) − x(2)∥) (6.7)

and the gap g calculated using

g =X(1) + u(1) − (X(2) + u(2)) = g0 + u
(1) − u(2), (6.8)

where g0 is the gap in the reference configuration and u the displacement. Similar to the

contact stress, the contact gap has a normal

gN = n(2) ⊗ n(2) · g (6.9)

and a tangential part

gT = (I− n(2) ⊗ n(2)) · g. (6.10)

Conventionally, the contact pair has to satisfy the following conditions:
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❼ Only contact pressure is possible: tN ≤ 0

❼ A penetration is not allowed: gN ≥ 0

❼ If the surfaces are not in contact, the contact stress is zero. If the gap is zero, the stress is

not equal to zero. These so-called complementary conditions are expressed by gN tN = 0

The three conditions are also known as the Karush-Kuhn-Tucker (KKT) conditions. The

contact conditions are interpreted as constraints in mechanical terms. These constraints can

represent a condition on the displacement of two contact points and prevent them from pen-

etrating into each other. In water-saturated soil, a structure (e.g. a pile) can not separate

from the water as long as no cavitation takes place allowing for positive values of tN (and

non-zero normal contact stress despite gN > 0). This means that for positive values of gN , the

effective stress component t′N is zero and the pore water pressure pw takes negative values.

Thus, tN = −pw holds in this case.

For the contact constraint enforcement, the penalty regularisation and the Lagrange multi-

plier method are common approaches. Other methods such as the so-called direct elimination,

perturbated Lagrange formulation and the augmented Lagrange method exist but are not con-

sidered in this work. For an overview over contact enforcement techniques and their advantages

and disadvantages the interested reader is referred to [424]. The Lagrange multiplier method

and the penalty regularisation are introduced in the following.

6.2 Contact constraint enforcement

In the general case, the weak form of the balance of linear momentum introduced in Eq. (3.54)

is based on a variational formulation, which corresponds to an energy functional. For the

introduction of the contact constraints c(u), the variational formulation is first considered.

Mathematically, the stationarity solution of the potential π(u) in the domain Ω under the

constraint

c(u) = 0 (6.11)

is sought. The penalty regularisation and Lagrange multiplier method are used to enforce Eq.

(6.11), which are introduced in the next sections. Following, a weak form in analogy to the

form obtained in Chapter 3, which is used for the finite element discretisation, is obtained by

variation.
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6.2.1 Lagrange multiplier method

The constraint c(u) is added to the internal potential and multiplied by the Lagrange multi-

plier (LM) λ, viz.

π̄LM(u) = πint(u) +

∫

Ω

λ · c(u)dΩ. (6.12)

The weak form is obtained by variation with respect to the primary variables (the displacement

u and the Lagrange multiplier λ), which is obtained as

δπ̄LM(u,λ) = δuπ̄
LM(u,λ) + δλπ̄

LM(u,λ) with (6.13)

δuπ̄
LM(u,λ) = δuπ

int(u) +

∫

Ω

λ · δuc(u)dΩ and (6.14)

δλπ̄
LM(u,λ) =

∫

Ω

δλλ · c(u)dΩ. (6.15)

δπint(u) corresponds to the weak form of the balance equations derived in Chapter 4. Since

the governing equations considered in this work do not only discretise the solid displacement

but also the fluid displacements, δπint(u) can be the internal potential of any of those phases.

The Lagrange multipliers are spatially discretised at the contact nodes, which is done by the

finite element method in the same manner as for other primary variables (h: discretised), i.e.

λh =
∑

I

NIλI and (6.16)

δλh =
∑

I

NIδλI . (6.17)

The LM method gives, in contrast to the penalty regularisation, the exact contact stress

enforcing the KKT conditions rigorously. However, it enlarges the SOE due to the additional

primary variables and leads to a saddle point problem where the LHS can be ill-conditioned.

6.2.2 Penalty method

In analogy to the Lagrange multiplier method, the internal potential is expanded by the

constraint c(u)

π̄PM(u) = πint(u) +
1

2
ε

∫

Ω

c(u) · c(u)dΩ (6.18)

using the penalty factor ε. The weak form follows again by variation, noting that the penalty

factor is a constant independent of the primary variables, viz.

δπ̄PM(u) = δπint(u) + ε

∫

Ω

c(u) · δc(u)dΩ. (6.19)
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Unlike the LM method, the penalty method does not increase the size of the SOE, but it can

also lead to poor conditioning of the stiffness matrix depending on the value of the penalty

factor. In addition, the solution may depend on ε if the value is poorly chosen.

6.2.3 Contribution to the balance equations

Enforcing the KKT conditions using the LM method and separating the contact stress in its

normal and tangential part, the potential associated with contact enforcement is defined by

π̄LM
c =

∫

Γc

(λNgN + λT · gT )dΓc, (6.20)

where the Lagrange multipliers correspond to the normal stress tN = λN and the tangential

stress tT = λT . Note that the contact contribution is integrated over the active contact area

Γc. Variation of the potential leads to the contact contribution to the spatially discretised

balance equations introduced in Chapter 4 given by

RLM
c =

∫

Γc

(λNδgN + λ · δgT )dΓc +
∫

Γc

(δλNgN + δλT · gT )dΓc. (6.21)

The potential associated with contact enforcement using the penalty method is defined as

π̄PM
c =

1

2

∫

Γc

(εN(gN)
2 + εTgT · gT )dΓc (6.22)

and variation leads to the contribution to the balance equations given by

RPM
c =

∫

Γc

(εNgNδgN + εTgT · δgT )dΓc. (6.23)

The determination of the gap, stress as well as the integration over the active contact area

depends on the contact discretisation technique used, which are introduced in the following.

6.3 Element-based mortar method

Initially, the node-to-node connectivity of the contacting bodies is evaluated using the mini-

mum euclidean distance defined by Eq. (6.7). The node-to-node connectivity for a contact pair

using quadratically interpolated 2D finite elements is schematically shown in Fig. 6.1. Note

that the connectivity can change during an analysis due to movement of the two bodies.

Based on the node-to-node connectivity, the minimum distance between the master and the

slave surface is calculated using the convective coordinate ξ̄ (taking values from -1 to 1) along
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the master surface, which is illustrated in Fig 6.2. An orthogonal projection of the coordinates

x
(1)
I of slave node I onto the master surface Γ

(2)
c is performed for this purpose. This is done

by enforcing the tangential vector of the master surface x
(2)
,ξ (ξ̄(2)) to be orthogonal to the

normal gap vector with minimum magnitude between the master surface and slave node I.

The projection is defined by

[ nnode∑

J

N
(2)
J (ξ̄(2))x

(2)
J − x(1)

I

]

· x(2)
,ξ (ξ̄(2)) = R

!
= 0, (6.24)

where the isoparametric description as introduced in Eq. (4.1) is used to calculate the coordi-

nate of the master surface. To numerically find the solution of Eq. (6.24), Newton’s method

is applied. The required derivative of Eq. (6.24) is given by

K =
∂R

∂ξ
=
∂gI(ξ̄

(2))

∂ξ
· x(2)

,ξ (ξ̄(2)) + gI(ξ̄
(2)) · x(2)

,ξξ(ξ̄
(2))

=
nnode∑

J

NJ,ξ(ξ̄
(2))x

(2)
J · x(2)

,ξ (ξ̄(2)) + gI(ξ̄
(2)) · x(2)

,ξξ(ξ̄
(2)), (6.25)

with gI(ξ̄
(2)) =

[
∑nnode

J N
(2)
J (ξ̄(2))x

(2)
J − x(1)

I

]

. The second term in Eq. (6.25) is only relevant

for quadratically interpolated finite elements since x
(2)
,ξξ(ξ̄

(2)) is zero otherwise. Note that using

quadratically interpolated finite elements, a projection is performed for both exterior (located

at the element corner) and interior (located at the element edge/on the element face) nodes

(see Fig. 6.2).

Figure 6.1: Evaluation of the node-to-node

connectivity based on the euclidean distance

� (2)

interior
node

exterior
node

Master

Slave

� (2)

�(2)

� (2)

Figure 6.2: Determination of the minimum

distance between the paired surfaces using

the convective coordinate ξ̄ along the master

surface
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After Eq. (6.24) is satisfied and ξ̄(2) obtained, the normal respectively tangential components

of the distance of the slave node are calculated by

g
(1)
N,I =

[ nnode∑

J

N
(2)
J (ξ̄(2))x

(2)
J − x(1)

I

]

· n(2)(ξ̄(2)) and (6.26)

g
(1)
T,I,α =

[ nnode∑

J

N
(2)
J (ξ̄(2))x

(2)
J − x(1)

I

]

·
[

τ (2)
α (ξ̄(2))⊗ τ (2)

α (ξ̄(2))
]

. (6.27)

n(2)(ξ̄(2)) is the normal vector of the master surface at the local coordinate ξ̄(2) and is de-

fined by Eq. (4.4). τ
(2)
α (ξ̄(2)) is the tangential vector in direction α = 1, 2 (if the problem is

three-dimensional) introduced in Eqs. (4.5, 4.6). For frictional problems, the increment of the

tangential gap ∆gT,α is required. It is calculated by

∆g
(1)
T,I,α =

[ nnode∑

J

N
(2)
J (ξ̄(2))∆u

(2)
J −∆u

(1)
I

]

·
[

τ (2)
α (ξ̄(2))⊗ τ (2)

α (ξ̄(2))
]

. (6.28)

gN,I and gT,I,α defined in Eqs. (6.26, 6.27) determine the contact distance for node I of the

slave surface. In order to determine the respective values for the master node J , the convective

coordinate ξ̄(1) along the slave surface is computed, viz.

[ nnode∑

I

N
(1)
I (ξ̄(1))x

(1)
I − x(2)

J

]

· x(1)
,ξ (ξ̄(1))

!
= 0. (6.29)

The normal and tangential distances given by Eqs. (6.26, 6.27) are then evaluated using ξ̄(1)

to obtain g
(2)
N,J and g

(2)
T,J , defining the normal and tangential gap of the master node J .

For three-dimensional analyses, the convective coordinate has two components since the pro-

jection is performed on a face rather than a line. For the projection of the location of the slave

node onto the face of the master surface, the convective coordinates ξ̄(2) and η̄(2) are evaluated

by

[ nnode∑

J

N
(2)
J (ξ̄(2), η̄(2))x

(2)
J − x(1)

I

]

· x(2)
,ξ (ξ̄(2), η̄(2))

!
= 0 and (6.30)

[ nnode∑

J

N
(2)
J (ξ̄(2), η̄(2))x

(2)
J − x(1)

I

]

· x(2)
,η (ξ̄(2), η̄(2))

!
= 0. (6.31)

Eqs. (6.30, 6.31) are solved simultaneously using Newton’s method. The required derivatives

of Eqs. (6.30, 6.31) in analogy to Eq. (6.25) build a two times two matrix in this case. The
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local convective coordinates are updated every n-th iteration by
[

ξ̄(2)

η̄(2)

]

n+1

=

[

ξ̄(2)

η̄(2)

]

n

−
[

gI(ξ̄
(2), η̄(2)) · x(2)

,ξ (ξ̄(2), η̄(2)) gI(ξ̄
(2), η̄(2)) · x(2)

,η (ξ̄(2), η̄(2))
]

n

·






∂

∂ξ̄(2)

[

gI(ξ̄
(2), η̄(2)) · x(2)

,ξ (ξ̄(2), η̄(2))
] ∂

∂ξ̄(2)

[

gI(ξ̄
(2), η̄(2)) · x(2)

,η (ξ̄(2), η̄(2))
]

∂

∂η̄(2)

[

gI(ξ̄
(2), η̄(2)) · x(2)

,ξ (ξ̄(2), η̄(2))
] ∂

∂η̄(2)

[

gI(ξ̄
(2), η̄(2)) · x(2)

,η (ξ̄(2), η̄(2))
]






−1

n

.

(6.32)

In analogy to the EBM method for 2D analyses, the projection is also performed on the faces

of the finite elements of the slave surface to evaluate the minimum distances of the master

node. Hence, the equations

[ nnode∑

I

N
(1)
I (ξ̄(1), η̄(1))x

(1)
I − x(2)

J

]

· x(1)
,ξ (ξ̄(2), η̄(2))

!
= 0 and (6.33)

[ nnode∑

I

N
(1)
I (ξ̄(1), η̄(1))x

(1)
I − x(2)

J

]

· x(1)
,η (ξ̄(2), η̄(2))

!
= 0 (6.34)

are iteratively solved.

The evaluation of the convective coordinates for 3D analyses is schematically shown in Fig.

6.3. The grey element face indicates the slave surface for which the local convective coordinates

are evaluated solving Eqs. (6.33, 6.34) simultaneously using Newton’s method. The convective

coordinates are exemplary evaluated for 3 nodes of the master surface.

During the minimisation of Eqs. (6.30 - 6.34) the local coordinates may exceed the boundaries

of the element ({∥ξ̄∥, ∥η̄∥} > 1). In this case, the minimisation has to continue with the face of

the next element to which the local coordinates point. Different cases have to be distinguished

when evaluating the element face for which the projection continues depending on the value

of the local coordinates and the local node label of the current element. If the convective

coordinates reach a ”natural” border, i.e. the coordinates are spatially outside the defined

surface zone, the mechanism stops.

The normal contact distance and increment in relative tangential movement are determined

at the surface nodes. For the integration of the resulting contact stress, an interpolation to

the integration points of the surface is made. The integration of surface loads is performed

analogously to the integration of finite elements defined by Eqs. (4.12, 4.13). Alternatively, the

evaluation of the convective coordinates may be directly done for the coordinates of the inte-

gration points of the surface. x
(1)
I in Eqs. (6.30, 6.31) and x

(2)
J in Eqs. (6.33, 6.34) are replaced
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Figure 6.3: Evaluation of the convective coordinates of the slave surface for 3D analyses. Figure

a) shows the top-view on the surfaces. The exemplary evaluation of the convective coordinates

of the slave surface by projection to three master nodes is given in Fig. b).

by
∑nnode

I N
(1)
I (ξ

(1)
igp, η

(1)
igp)x

(1)
I and

∑nnode
J N

(2)
J (ξ

(2)
igp, η

(2)
igp)x

(2)
J in this case. An interpolation of

the contact variables is not necessary using this approach. Both techniques are implemented

in numgeo.

Using elements with linear interpolation, the surface geometry is a non-differentiable func-

tion leading to problems using the projection mechanism described in Eqs. (6.30 - 6.34) when

kinks between faces of different finite elements exist. In case the local convective coordinates

reach beyond the element border, the local tangential vector may jump. This can cause non-

convergence of the projection algorithm and a wrong determination of the local convective

coordinates. To prevent this, the change of the global coordinate with respect to the local co-

ordinate x,ξ is determined using quadratic interpolation functions even if linearly interpolated

finite elements are used. The coordinates of the additional nodes for the quadratic interpo-

lation are obtained by interpolation using the linear shape functions of the actual element.

Using this approach, x,ξ is a smooth function and the convergence of Eqs. (6.30 - 6.34) is

secured3.

The implemented EBM method allows adding additional nodes or integration points to the

surface. This is beneficial, since the contact stress is in general non-constant with respect to

the surface geometry. Its determination and integration is thus more precise if more discrete

points on the surface are considered. For this, artificial nodes/integration points are generated

at the surface, which are located at the local coordinates of the underlying finite elements at

3Note that in the literature an averaging of the normal/tangential vectors of the two faces of the linearly

interpolated finite elements is conventionally performed [428, 297].
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which integration points would exist if finite elements with higher order would be used. Hence,

the surface operations are performed as if finite elements with a higher order of interpolation

are used, but the drawback of higher computational effort in computation of the continuum

using a larger number of discrete points is circumvented.

The EBM method is implemented in combination with the penalty regularisation introduced

in Section 6.2.2. The normal contact contribution to the force equilibrium using the EBM

discretisation technique is given by

r
(i)
N,I =

ngp
∑

igp

N
(i)
I (ξ

(i)
igp)t

(i)
N,igpn

(i)
igpw

(i)
igpj

(i)
igp for i = {1, 2}, (6.35)

if the contact stress is directly evaluated at the integration points of the finite-element edge

or face. The normal contact stress t
(i)
N,igp is calculated by multiplying the normal distance with

the penalty factor in case of active contact.

For three-dimensional analyses, the contribution to the force equilibrium of the frictional

contact forces r
(i)
T,I is calculated using

r
(i)
T,I =

ndim-1∑

α

ngp
∑

igp

N
(i)
I (ξ

(i)
igp)t

(i)
T,igp,ατ

(i)
igp,αw

(i)
igpj

(i)
igp for i = {1, 2}. (6.36)

The required derivatives of Eqs. (6.35, 6.36) with respect to the primary variables for the LHS

are given in Appendix B.2. In Section 6.7, a numerical differentiation scheme for the evaluation

of the required derivations of the contact contributions with respect to the primary variables

is presented. Validation of the implementation and evaluation of the performance of the EBM

method is provided in Section 6.8.

6.4 Segment-based mortar method

The formulation of a segment-based mortar method is presented in the following. Note that

some parts of the following section have already been published by the author in [360].

6.4.1 Evaluation of the convective coordinate

Prior to the segmentation of the contact surfaces, the evaluation of the convective coordinate

ξ̄, in analogy to the EBM method, is necessary. As proposed in [428], the projection is always

performed using the normal vector at the master surface and not, as done in case of the
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EBM method, using the normal vector at the slave and master surface, respectively. This is

advantageous for the definitions of the segments as is demonstrated in Fig. 6.4. The exemplary

contact pair, which has already been considered to explain the EBM method in Fig. 6.2, is

divided into segments used for the SBM method. Figure 6.4a shows the determination of the

segments using a definition of the convective coordinate where the tangential vector at both

surfaces is used. As is indicated, some surface area at the blue slave surface of the green

segment on the left-hand side is lost. The improved evaluation of the convective coordinate

evaluating the tangential vectors only at the master surface (displayed in Fig. 6.4b) avoids

this shortcoming. The convective coordinate of the slave surface ξ̄(1) is thus calculated using

[ nnode∑

I

N
(1)
I (ξ̄(1))x

(1)
I − x(2)

J

]

· x(2)
J,ξ

!
= 0 (6.37)

in case of the SBM contact discretisation and not by Eq. (6.29) employed by the EBM tech-

nique.

Fig. 6.4b also shows the case of two convective coordinates for one node (being the case for

the slave node between the brown and aquamarine segment in the centre of the slave surface).

This additional projection (correction projection) is required, if no projection is performed to

a master node (the master node at the brown segment in Fig. 6.4a). Note that the lost surface

area of the master surface on the far right-hand side of Fig. 6.4b would not occur in the actual

analysis, as long as the hinted slave element on the far right-hand side would be included in

the slave surface definition. If this element edge is not included in the surface definition, the

surface area of the master surface would be lost, since no orthogonal projection to the master

node on the far right-hand side is possible.

6.4.2 Determination of segments

Having determined the convective coordinates of both surfaces, the division of the contacting

surfaces into finite segments, analogous to the division of a continuum in finite elements, has

to be performed. This subdivision of the surfaces into segments is beneficial, because it allows

to exactly determine and integrate the contact stress with a possibility of a locally refined

spatial discretisation of the contact surfaces.

As displayed in Fig. 6.5, six different types of segments are identified, which differ in the way

the borders of the segment are defined. The border of a segment is either an existing node or

the value of the convective coordinate ξ̄(i). Note that the segment is always defined according
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Figure 6.4: Contact discretisation using the SBM approach. a) Segmentation using the con-

ventional projection scheme with normal vectors evaluated alongside the master and the slave

surface, respectively. b) Improved scheme for which the normal vectors are evaluated only at

the master surface using Eqs. (6.24, 6.37). The segments after evaluation of the convective

coordinates are depicted as well.

to the nodes and convective coordinates at the slave surface, i.e. in Fig. 6.5 the criteria defining

the type of segment refer to the convective coordinate evaluated at the slave surface. In case

of the segment type I for instance, both convective coordinates of the finite element at the

slave surface are outside the edge of the actual finite element. Hence, the segment is formed

by two existing nodes on the slave surface. Both convective coordinates of the master surface,

however, are on the same edge of the identical finite element.

The segment types V and VI are established by the same nodes as in case of types II and III,

respectively. However, the convective coordinate for types III and V starts from the same node

that forms the segment while in cases II and VI the convective coordinate of a different node

is used. This distinction is only important in the context of the implementation. As proposed

by [296], only exterior nodes are projected in case of finite elements with interpolation order

two or higher. Interior nodes are not involved in the segmentation process and are located

inside of the segments.

As stated in [424], the segmentation can be difficult to program. This is in particular the

case when the numbers of nodes of both surfaces are comparable. In contrast to the EBM

approach, a much finer disretisation of one surface is therefore not a potential source of errors

but simplifies the evaluation of the segments of the SBM technique. If one surface has more

nodes alongside its entire length than the other, an algorithm for the evaluation of the segments
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Figure 6.5: Definition of different types of segments in dependence of the arrangement of

nodes and convective coordinates. An unfilled circle represents the location of the convective

coordinate while filled dots are existing (exterior) nodes.

as formulated in Algorithm 1 can be applied. In some cases a node of the finer surface may be

connected to a node of the coarser surface which is however connected to a another, third node

of the finer surface. In this case the border of the segment is different for each surface and the

segmentation mechanism fails. To prevent this, the already mentioned correction projection of

the node of the coarser surface is performed with the premise that this node is now connected

to the aforementioned first node of the finer surface.

If the number of nodes of the two surfaces differs significantly but no surface can be defined

as being finer discretised for the entire contact zone, the herein adopted scheme, where the

segmentation is performed based on the finer discretised surface (i.e. the slave surface), may
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Algorithm 1: Evaluation of segments for simple cases (one surface finer than the

paired surface)

Result: Segments S, type of the segments, node labels of the segments

1 for ielem(1) in all finite elements of the finer surface (1) do

2 Calculate the convective coordinates ξ
(1)
a and ξ

(1)
b of the exterior nodes for ielem(1)

3 Determine the type of segment according to Fig. 6.5

4 Evaluate the segments S for ielem(1) based on ξ
(1)
a and ξ

(1)
b

5 Save the nodes and convective coordinates of the finer (node number 1 and 2) as

well as of the coarser (node number 3 and 4) surface (see Fig 6.5)

6 end

fail. It is worth mentioning that the segmentation increases in complexity in case of 3D ana-

lyses. Special algorithms, such as the Sutherland -Hodgman polygon clipping algorithm [371]

employed by [342, 302] or Delaunay triangulation [167] have to be applied in that case.

6.4.3 Interpolation of segments

The variables within each segment are interpolated using the local coordinate η, which takes

values from -1 to 1, analogously to the local coordinate of regular (rectangular/brick) finite

elements. The order of the interpolation function is defined according to the number of existing

and projected nodes forming the segment. The mapping from the local finite element edge

coordinate ξ(1) of the slave surface to the local coordinate of the segment formed at the slave

surface in case of linear finite elements is performed by

ξ(1)(η) =
1

2
(1− η)ξ(1)a +

1

2
(1 + η)ξ

(1)
b , (6.38)

wherein ξ
(1)
a is the first local coordinate of the segment and ξ

(1)
b the second. As is indicated

in Fig. 6.5, ξ
(1)
a and ξ

(1)
b can either represent projections using the convective coordinate or

existing nodes. A similar interpolation rule is set up for the master side of the segment, viz.

ξ(2)(η) =
1

2
(1− η)ξ(2)a +

1

2
(1 + η)ξ

(2)
b . (6.39)

In case of quadratically interpolated finite elements, the following interpolation of the local

coordinate of the element with respect to the local coordinate of the segment is used

ξ(i)(η) = −1

2
η(1− η)ξ(i)a +

1

2
η(1 + η)ξ

(i)
b + (1− η2)ξ(i)c , (6.40)
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wherein ξ
(i)
c is (ξ

(i)
a +ξ

(i)
b )/2 and i = {1, 2}. As has been mentioned earlier, the contact contribu-

tions of the segments can be integrated using a different order as employed for the underlying

finite element. Often, a higher order of integration of the segment compared to the order of

integration of the finite element is applied [296]. This is advantageous since the distance be-

tween slave and master surface can vary strongly within one segment if the mesh is coarse.

For higher order of integration, the distance is calculated in more integration points of the

segment thus allowing for a more precise calculation of the gap and a better approximation of

the contact stress, which is often spatially irregularly distributed.

For each integration point igp of the segment, the coordinates x
(i)
igp and contact stress tigp are

interpolated using

x
(i)
igp =

nnode∑

L

N seg
L (ηigp) · x(i)

L and (6.41)

tigp =
nnode∑

L

N seg
L (ηigp) · tL. (6.42)

ηigp is the local coordinate of the integration point, N seg is the interpolation function of the

segment, xL is the (global) coordinate of a, possibly ”imaginary”, node L (unfilled circle in

Fig. 6.5) and tL is the (total) contact stress vector at node L from a previous calculation

step. Note that for hydro-mechanically coupled analyses, the effective normal contact stress is

required for the calculation of shear stresses. Therefore, the pore water pressure is interpolated

from the nodes of the finite elements to the integration points of the segments to calculate

the effective normal contact stress. The effective normal contact stress t′N,igp at the integration

points of the segment is defined by

t′N,igp = tN,igp + pwigp =
nnode∑

L

N seg
L (ηigp)(tN,L + pwL), (6.43)

where the interpolation from the nodes introduced in Eq. (6.42) is used.

The nodes L are located at the border (at the local finite element coordinates ξ
(i)
a and ξ

(i)
b )

and, if the underlying finite element is quadratically interpolated, in the middle of the segment

(at the local finite element coordinate ξ
(i)
c ). They are either imaginary, if the local convective

coordinate and the location of the existing finite element nodes are not identical, or identical

to existing nodes I otherwise. In case of imaginary nodes, their values have to be obtained

using a similar interpolation as in Eqs. (6.41, 6.42) but using the local convective coordinates

ξ̄ and the values at the existing finite element nodes I. Of course, it is also possible to directly

interpolate the nodal values to the integration points of the segments without obtaining them

at the borders of the segments first.
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State variables are not saved at the integration points of the segments but at the nodes of the

finite elements. The values of the integration points thus have to be obtained by interpolation

from the nodes in every calculation step (i.e. every iteration) since any displacement of the

surface pair changes the coordinates of the segments and hence the location of the integration

points. In contrast to the integration points of regular finite elements, the integration points of

the mortar segment are therefore not ”permanent” but are newly created in every calculation

step (i.e. in every iteration). Conceptually, this is similar to a (conventional) particle finite

element method (PFEM) [179], where the existing nodes are newly connected thereby creating

a new set of integration points for which the initial state variables are obtained by interpolation

using the saved values at the nodes.

In addition to Eqs. (6.41, 6.42), the relative tangential displacement increment is interpo-

lated, if a frictional contact definition is used. If the constitutive contact model incorporates

additional state variables, an additional interpolation is required.

Once the (current) global coordinates of every integration point of the slave and the master

side have been calculated, the distance between the integration points is determined for each

of the points using

gigp = x
(2)
igp − x

(1)
igp. (6.44)

The normal and tangential component of the distance are

gN,igp = (x
(2)
igp − x

(1)
igp) · n

(1)
igp and (6.45)

gT,igp,α = (x
(2)
igp − x

(1)
igp) · (τ

(1)
igp,α ⊗ τ

(1)
igp,α), (6.46)

where τ igp,α is the (normalised) tangential vector in direction α = 1, 2 (if the problem is

three-dimensional). In case of two-dimensional analyses, Eq. (6.46) can be rewritten to

gT,igp = (x
(2)
igp − x

(1)
igp) · τ

(1)
igp,1. (6.47)

For frictional analyses, an incremental formulation is required. Similar to Eq. (6.28), the

increment in relative tangential movement ∆gT,igp is calculated using

∆gT,igp = (∆u
(2)
igp −∆u

(1)
igp) · τ

(1)
igp,1. (6.48)

The increment of displacement ∆uigp in Eq. (6.48) is obtained using a similar interpolation

as used in Eq. (6.41).

For the integration of the segments, 5 integration points are used for each segment as proposed

in [428, 296]. The local coordinates and integration weights are calculated using Eqs. (4.10,
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4.11). The higher integration order allows for a more refined determination of the, usually with

respect to the local coordinate of the segment non-constant, distribution of the normal and

tangential distances given by Eqs. (6.45, 6.46) and hence the contact stress. An integration

with a larger number of integration points (7 and 9) is implemented as well. However, for

typical meshes (i.e. for a typical number of nodes and elements required to represent a surface

geometry adequately) used, 5 integration points have proven to be a good compromise between

accuracy and computational cost. As mentioned earlier, the integration points are created in

every calculation step, allowing to change the number of integration points at any time of

the analysis. If strongly fluctuating values and complex geometries are obtained for a segment

at a certain stage of an analysis, an increase of the number of integration points during the

calculation is therefore possible.

6.4.4 Contribution to the balance equations, integration and extra-

polation

The contribution to the balance equation of linear momentum in case of active contact is

rCI =

∫

ΓC

tCI dΓ
C , (6.49)

wherein rCI is the contact force at node I, ΓC is the contact area and tCI the contact stress.

In analogy to the definition of the contact contribution to the balance equations provided in

Section 6.2.3, the contact stress is split in normal and tangential stress

tCI = tN,InI + tT,I . (6.50)

Eq. (6.49) is numerically integrated for the slave (i = 1) and master (i = 2) surface using

r
C,(i)
I =

ngp
∑

igp

N
(i)
I [ξ(i)(ηigp)]t

(i)
igpwigpj

(i)
igp, (6.51)

which is a 1D form of the general numerical integration scheme given in Eq. (4.12). Note that

N
(i)
I is the interpolation function of the edge of the finite element underlying the segment

for the slave and master side, respectively. It is evaluated according to the local segment

coordinate of the integration point of the segment. Note that the normal component of the

contact stress t
(i)
igp is the same for the slave and the master side in magnitude, but has opposite

sign. The local segment coordinate ηigp and the integration point weights wigp are shared by

the surfaces and hence no exponent indicating the slave or master surface is necessary.
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In Eq. (6.51), j
(i)
igp =

∣
∣
∣

∣
∣
∣
∂x(i)(ξigp)

∂ξ(i)

∣
∣
∣

∣
∣
∣
∂ξ(i)(ηigp)

∂η
takes into account the mapping from the local

to the global coordinate system. The second factor describing the change of the local element

coordinate ξ with local segment coordinate η is necessary since the segment length differs from

the length of the complete element edge in general.
∂ξ(i)

∂η
yields in case of linearly interpolated

elements

∂ξ(i)

∂η
=

1

2

(

ξ
(i)
b − ξ(i)a

)

(6.52)

and in case of quadratically interpolated elements

∂ξ(i)

∂η
= −1

2
(1− 2η)ξ(i)a +

1

2
(1 + 2η)ξ

(i)
b − 2ηξ(i)c . (6.53)

The integration of three segments formed at the edge of the quadratically interpolated finite

element ielem is exemplary shown in Fig. 6.6. The values of the interpolation functionsNI with

respect to the local coordinate of ielem are given in the plot. The segments I, II and III are

also given with their borders according to the local coordinate. Each segment has 5 integration

points, which are given in blue for segment I, red for segment II and green for segment III.

Their location depends on the local coordinate of the segment η. In order to demonstrate the

integration of an arbitrary variable given at the integration points of the segment, a variable

with identical value for every integration point is considered. Its distribution with respect to

the local coordinate of the element is given by the blue line. For the integration of the variable,

the interpolation functions of the three nodes of the quadratically interpolated element ielem

are evaluated at the location of the integration points of the segments using Eq. (6.40) and

integrated using Eq. (6.51). The integrated values obtained at the nodes of ielem are given

below the plot, being 0.3333 for the corner nodes and 1.3333 for the middle node. These values

agree with those obtained by analytical integration of the constant variable with a value of 1

over a line length of 2. Of course, the example is only of academic nature.

After all contact variables (gap, stress and state variables) have been updated at the integration

points of the segment, the values have to be extrapolated to the finite element nodes at which

they are saved for the next calculation step. The extrapolation is performed in analogy to Eqs.

(6.41, 6.42) using

⊔
(i)
L =

ngp
∑

igp

N
(i)
igp(η

′

L) ·⊔
(i)
igp, (6.54)

where η′L is the stretched local coordinate of the point to which the integration point values

are extrapolated. As already explained for the interpolation given by Eqs. (6.41, 6.42), the
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Figure 6.6: Example for the integration of segment variables to finite element node values.

The left figure depicts the three segments at the element edge of the finite element ielem.

The right plot shows the integration of the three segments for an exemplary distribution of an

arbitrary variable given in blue. The variable takes the value one at every integration point

of every segment to simplify the example. ielem is quadratically interpolated using the shape

functions N1,2,3 with their distributions given in the plot. The integration of each integration

point value (given by blue, red and green crosses for each segment separately) is done using the

shape functions of the finite element. Note that 5 integration points per segment are used. The

integration using the proposed scheme gives the integrated values at the nodes of the finite

element given below the plot. The obtained values at the nodes coincide with an analytical

integration.

node L is either an imaginary segment border node or an existing node of a finite element.

Only in case L is an existing node (L = I) an extrapolation is performed and the values are

saved at node I.

For an implicit solving scheme using the Newton-Raphson method given in Eq. (4.24), the par-

tial derivatives of the contact contributions with respect to the primary variables discretised in

the finite element framework are required. The analytically calculated derivatives for the SBM

discretisation technique for simple interface models can be found in Appendix B.2. However,

if the constitutive interface model is complex an analytical derivation of the derivatives is

not straight-forward and sometimes not even possible. For such cases, a numerical differenti-

ation scheme is introduced in Section 6.7, which is applicable for both contact discretisation

techniques, the EBM and the SBM method.
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6.5 Contact iterations

Due to the added non-linearities, contact analyses may need special treatment of the con-

straints in order to achieve good convergence rates if two bodies come into contact driven

by Neumann boundary conditions and one of the bodies is not constrained by any Dirichlet

boundary condition (e.g. a pile driven by force into soil). If contacts open or close, entries

in RHS and LHS with large values are removed or added, respectively. This causes jumps in

the solution, causing the global Newton-Raphson iteration to fail to converge. Special contact

iterations are introduced for such cases. During a contact iteration, the contact contributions

to the global system of equations are iteratively refined until no nodes change their contact

status and the change in contact stress from one contact iteration to the next is below a tol-

erance. As long as these two requirements are not met, the updated contact contributions are

only added to the slave and not to the master surface. This procedure is given in Algorithm 2.

Note that if a previous iteration involved a contact iteration, at least two additional iterations

with consideration of the contact contributions to RHS and LHS of the master surfaces are

required, i.e. the iteration is not finished in case of convergence if the contact contributions

to the master surface are considered for the first time. This is defined in line 19 of Algorithm

2. Otherwise, the displacement of the master body following the first update of the contact

contributions is only taken into account with the correction c(i) and no subsequent call of the

contact algorithms is made.

6.6 Integration of contact contributions using serendip-

ity elements

Following the Taylor-Hood formulation [378], the solid displacement of the hydro-mechanically

coupled finite element formulations (u-p or u-p-U) presented in Chapter 4 is conventionally

interpolated using quadratic interpolation functions. The fluid pressure is interpolated using

linear interpolation functions. Otherwise, the LBB condition is not fulfilled and numerical

stability not secured. For 3D elements, the interpolation functions using 20 nodes are usually

applied for the interpolation of the displacement. This so-called serendipity element does not

use the standard Lagrangian bi/tri-quadratic interpolation functions.

The integration of the shape functions used for quadratically interpolated serendipity elements

can lead to a negative area/volume, which is not physical [56, 71]. This is problematic in contact
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Algorithm 2: Contact iteration procedure

Result: Updated displacement u(i) of global iteration i

1 for i = 0, 1, 2, .. until convergence do

2 Set contact iteration(i) = .false.

3 Assemble element contributions to RHS relem(i)(u(i)) and LHS Lelem(i)(u(i))

4 Determine the contact contributions RHS rC(i)(u(i)) and LHS LC(i)(u(i))

5 if Any nodes changed contact status from i-1 to i or any ∥tC(i) − tC(i−1)∥ > tol

then

6 Set contact iteration(i) = .true.

7 Assemble rC(i) and LC(i) only for slave nodes

8 Add rC(i) and LC(i) to relem(i) and Lelem(i)

9 Solve the SOE given by Eq. (4.25)

10 Update displacement according to Eq. (4.24): u(i+1) = u(i) + c(i)

11 Go to line 1

12 else

13 Assemble rC(i) and LHS LC(i) for both surfaces

14 Add rC(i) and LC(i) to relem(i) and Lelem(i)

15 Solve the SOE given by Eq. (4.25)

16 Update displacement according to Eq. (4.24): u(i+1) = u(i) + c(i)

17 Check for global convergence

18 end

19 if contact iteration(i−1) = .true. then

20 Go to line 1

21 else

22 If global convergence: leave

23 end

24 end

analyses, as the convergence rate is heavily influenced by this error in the integration of the

contact stress and contributions to LHS on the element faces [85]. However, the primarily

used element type in geotechnical analysis with pore fluid pressure DOF is the quadratically

interpolated serendipity element as has been pointed out in Chapter 4.

A solution for the problem of surface integration of 3D serendipity elements in contact analyses

has been proposed by [56], adding an additional node to the face of the serendipity element

being in contact. Note that both the shape functions used for the integration of the face as
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well as the shape functions of the finite element have to be modified. It is not sufficient to

only integrate the surface with an additional node, which has been tested in the course of this

work. The approach by [56] requires a distinction during assembly of RHS and LHS, since

finite elements with contact contributions have to be interpolated and integrated differently

than regular finite elements. From a programming point of view this is not ideal. Therefore,

a transformation of any serendipity element to a full tri-quadratically interpolated element

using standard Lagrangian shape functions in case of 3D contact analyses is implemented.

The interpolation functions are given in Appendix B.1. This element has 27 nodes and does

not suffer from the aforementioned problems in contact analyses.

Since some pre-processors (e.g. Abaqus CAE) do not allow for the generation of 27-node brick

elements (referred to as u27 element), the generation of the additional nodes required for the

transformation of the 20-node brick element (u20) to the 27-node element is implemented in

numgeo. The additional nodes are also added automatically to existing node-set definitions.

To show the differences in terms of convergence rate between the u20 and u27 element, the

change in the norm of residual energy (for definition see [36]) with respect to the number of

iterations for a contact analysis with two elastic bodies coming in initial contact is given in Fig.

6.7. The u27 element converges in one iteration yielding perfect equilibrium. The convergence

rate of the u20 element is considerably worse.

A major drawback of the u27 elements, compared to the u20 elements, is that a reduced

numerical integration is not possible. The u20 elements allow for an integration using 8 inte-

gration points instead of a ”full” integration with 27 points without showing communicable

hourglass modes. Contrary to that, u27 elements show strong hourglassing for 8, 14 or 15

integration points (for the integration rules see [180]). All three integration rules have been

tested and are found to be not feasible. To the author’s best knowledge, no hourglass-stiffness

enhanced reduced integrated u27 element formulation is reported in the literature. In future

research, the zero-energy modes of the reduced integrated u27 element could be identified and

suppressed by an artificial hourglass stiffness.

Note that the trouble of surface integration of serendipity elements exists only for 3D analyses.

The integration of the element edge of 2D serendipity elements does not show the aforemen-

tioned errors since standard Lagrangian interpolation functions are used for the 1D edges.
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Figure 6.7: Change of the norm of residual energy with respect to number of iteration for the

simulation of two elastic bodies coming into contact (a penalty factor of ε = 100 · E is used

to enforce the non-penetration condition, where E is Young’s modulus) for the u20 and u27

element, respectively

6.7 Numerical differentiation

As has been mentioned earlier, the derivative (referred to as Jacobian) of the contact contri-

butions with respect to the spatially discretised variables is required for an implicit solving

scheme using the Newton-Raphson method.

A consistent Jacobian of the contact contributions is crucial for the global iteration process and

to achieve fast convergence. For complex constitutive interface models the determination of the

derivatives is a tedious task and prone to errors. Depending on the interface model, the correct

determination of the constitutive Jacobian may even be impossible (e.g. for the hypoplastic

interface model proposed later in Section 6.10) and can only be approximated by simplifying

the analytically calculated derivatives. Therefore, the Jacobian is determined using a numerical

differentiation scheme. This scheme is similar to the one used for the implementation of the

hypoplastic model presented in Appendix A and is based on the work reported in [120].

The numerical differentiation secures that a consistent Jacobian is obtained in any case, hence

ensuring fast convergence. The numerical differentiation scheme is applicable for both the EBM

and the SBM contact discretisation technique. In addition, it can be used in conjunction with

any constitutive contact model without modifications. If not for the numerical differentiation

scheme, for each constitutive contact model presented in Section 6.10 the Jacobian would have

to be analytically calculated and implemented, which is a tedious task.

The derivative of the contact contribution given by Eq. (6.49) is first rewritten to

∂rCI
∂uiI

=
(
JCI
)

i
, (6.55)
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where a mixed index notation is used to highlight the derivative with respect to component

i (i = {1, 2} for 2D and i = {1, 2, 3} for 3D analyses) at node I. Assuming that the contact

contribution rCI of node I depends solely on the displacement, the Jacobian is calculated using

(
JCI
)

i
=

1

ϑ

[

rCI (∆uI + ϑIi)− rCI (∆uI)
]

, (6.56)

where the perturbation ϑ is introduced. Following [120], ϑ is determined by

ϑ = max(1, ||∆uI ||) ·
√
EPS, (6.57)

wherein EPS ≈ 10−16 is the machine precision. In Eq. (6.56), I = diag[1, 1] is used for 2D and

I = diag[1, 1, 1] for 3D analyses. Note that the derivation of contact force at one node with

respect to the displacement of the connected node of the paired surface (
∂r

C,(1)
I

∂u
(2)
J

and
∂r

C,(2)
J

∂u
(1)
I

)

has to be considered. Therefore, Eq. (6.56) has to be evaluated at least 2 ·ndim+1 times, since

the displacement of the connected point has to be perturbed as well. ndim is the number of

dimensions of the boundary value problem.

For advanced constitutive interface models, the contribution of the contact forces may further

be a function of contact stress t and state variables k, i.e. rCI (∆uI , tI ,kI). The state variables

change with respect to the displacement, the contact stress and the state variables, described by

the function f I(∆uI , tI ,kI). For such interface models, the numerical differentiation should

incorporate the change with respect to these variables as well. The jacobian can then be

calculated using

d

dt

(
JCI
)

i
=

1

ϑ

{

rCI
[
∆uI + ϑIi, tI + ϑ

(
JCI
)

i
,kI + ϑ

(
GI

)

i

]
− rCI (∆uI , tI ,kI

)
}

, (6.58)

where

d

dt

(
GI

)

i
=

1

ϑ

{

f I
[
∆uI + ϑIi, tI + ϑ

(
JCI
)

i
,kI + ϑ

(
GI

)

i

]
− f I(∆uI , tI ,kI

)
}

. (6.59)

Eq. (6.58) and Eq. (6.59) have to be solved simultaneously in an iterative scheme to secure

consistency.

The numerical differentiation schemes are implemented for both EBM and SBM contact dis-

cretisation techniques. For contact analyses without friction or with a simple Couloumb friction

model the analytically derived constitutive Jacobian is preferred since the contact algorithms

have to be run only once.

As is demonstrated in Section 6.10.7 for the simulation of simple interface shear tests, using

Eq. (6.56) alone leads to fast convergence rates despite the negligence of the change of state
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variables with respect to displacement and stress. Eq. (6.56) is computational advantageous

compared to Eq. (6.58), since it does not require any additional iterations and has to be

performed only 2 · ndim+1 times. Therefore, Eq. (6.56) is used for the implementation of the

numerical differentiation scheme.

6.8 Validation and comparison of the implemented con-

tact discretisation methods

In order to compare the performance of the implemented EBM and SBM methods for a simple

BVP as well as to validate the implementations, the Hertzian contact problem is studied. Note

that no additional integration points are generated at the element edges using the EBMmethod

for the simulations presented in this section.

Figure 6.8 shows the adopted mesh and the material properties (Young’s modulus E and

Poisson’s ratio ν) of the deformable bodies. Only quadratically interpolated finite elements

(serendipity formulation) are used. The upper sphere (radius R = 8 m) is loaded by an

uniform vertical traction which is equivalent to a force of F = 10 kN when integrated over the

diameter. An irregular meshing with reciprocal non-aligned surface nodes is used in order to

better identify the differences between the contact discretisation techniques. The lower sphere

(radius R = 8 m) has exactly two times larger element edges at the surface in the symmetry

axis compared to the upper sphere.

The right-hand side of Fig. 6.8 displays the distribution of normal contact stress tN with

respect to the horizontal coordinate starting from the symmetry axis of the model for the

analytical solution based on the Hertzian contact theory (see [187, 295]) and simulations using

the implemented mortar methods. Both implemented contact discretisation techniques give

results which are in good accordance with the results of the analytical solution. At the nodes

which are close to come into contact, small deviations between the analytical solution and

the EBM method are observed. These deviations are reduced using the SBM method due to

the local refinement. Overall, however, the differences between the two contact discretisation

techniques implemented in the framework of this thesis are small. In order to investigate this for

the geometrically much more complex simulation of vibratory pile driving in water-saturated

soil, both techniques are applied for this BVP in Section 8.2.3.
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Figure 6.8: Model of the Hertzian contact problem (left) and normal contact stress vs. the

horizontal coordinate starting from the symmetry axis of the model for the analytical solution

based on the Hertzian contact theory and the simulations using the implemented element-

based and segment-based mortar methods (right)

6.9 Contact of multi-phase media

The contact between objects with multiple phases requires special considerations for the con-

tact enforcement. The contact treatment of the pore fluid depends on the element formulation

used to discretise the continuum. While the u-p elements do not discretise the movement of

the pore fluid explicitly, the u-U and u-p-U element formulations do. Therefore, the contact

constraints have to be enforced for the pore fluid movement as well, i.e. the pore fluid has

to be prevented to move into the paired object. For some BVPs, this can also be realised by

coupling the solid movement to the fluid movement along the contact surface using multi-point

constraints. However, a separation of the phases along the interface is then impossible. In ad-

dition, for most BVPs it is not possible to constrain the displacement only in normal direction

of the contact, i.e. in case of a pile with constantly changing normal vector in circumferential

direction.

In order to correctly model the interface using the u-U and u-p-U formulations, the contact

discretisation and contact enforcement are performed separately for the solid and the fluid

phases. Thus, contact forces are distinguishable and the constitutive contact behaviour can

be treated separately. The total normal contact stress tN is the sum of the effective normal

contact stress t′N and the normal fluid contact stress tfN , viz.

tN = t′N + tfN . (6.60)

In order to determine tfN , the same contact discretisation and contact enforcement techniques
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as for the solid phase are used. Eq. (6.49) is extended by the contribution of the fluid phase,

yielding

rCI =

∫

ΓC,s

t
C,s
I dΓC,s +

∫

ΓC,f

t
C,f
I dΓC,f , (6.61)

where tC,sI is the contact stress of the solid phase and tC,fI the contact stress of the fluid phase.

ΓC,s and ΓC,f are the active contact areas of the solid and the fluid phase, respectively. Note

that ΓC,s and ΓC,f are not necessarily identical.

Essentially, the contact algorithms presented in the previous sections can directly be applied

to the fluid phase as well. Conceptually, this can be viewed as if there were two meshes with

identical numbers of nodes but different positions. The contact operations are performed for

both meshes independently and the contact forces are distributed to the two phases according

to the relative distance of each phase to the paired object.

In case of the u-p-U formulation, the normal fluid contact stress tfN , which is equivalent to a

Neumann boundary condition, is for most cases equivalent to the (intrinsic) pore fluid pressure

pf of the contact node. Frictional contact is solely considered for the solid phase since the fluids

are assumed to have negligible viscosity. Contact separation conditions can be set separately

for the solid and the fluid.

In order to illustrate the concept of the multi-phase contact conditions, the Hertzian contact

analysis of the previous section is repeated considering a deformable rectangle discretised by

u8p4 and u8p4u8 elements, respectively. The sphere is discretised using solid elements (u8).

The deformed configuration and the spatial distribution of normalised pore fluid pressure are

given in Fig. 6.9. The EBM contact discretisation technique is used. The deformable body has

a low hydraulic conductivity (kw = 10−13 m/s) and no drainage is possible at the borders of the

model. The simulation can therefore be treated as almost ideally undrained. The distribution

of total normal contact stress tN , the pore fluid pressure pf and the normal fluid contact stress

tfN between the sphere and the deformable body are given on the right-hand side of Fig. 6.9.

The normalised distance is defined as the distance from the symmetry axis divided by the

radius of the sphere. In case of the u8p4 element the contact conditions are enforced for the

mixture of the solid and the fluid phase whereas both phases are treated separately in case

of the u8p4u8 elements. Hence, the normal fluid contact stress tfN is only available for this

element formulation. The comparison of the two element formulations shows that they give

the same results for the Hertzian contact problem. This is because the contact conditions are

equivalent in terms of enforced constraints (the mixture can not penetrate into the sphere).
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Figure 6.9: Spatial distribution of normalised pore fluid pressure and contact stress using the u-

p and the u-p-U element formulation, respectively. The plots display the total normal contact

stress tN , the pore fluid pressure pf and the normal contact fluid stress tfN (all normalised by

the maximum value of tN) with the horizontal coordinate starting in the symmetry axis of the

model.

6.10 Advanced constitutive interface models for sand

considering (high-)cyclic loading

The frictional stress between contacting surfaces with relative tangential movement is de-

termined by the constitutive contact model, also termed the constitutive interface model in

this thesis. For the modelling of pile driving processes or axial loading of piles in general,

the adequate incorporation of frictional forces between pile and soil is a key point for the

successful prediction of the overall process [209, 293, 387, 182, 328]. In most geomechanical

analyses, a simple Coulomb interface model is used to consider friction. However, the constitu-

tive behaviour of soil-structure interfaces is more complex than can be captured by the simple

Coulomb friction model.

The mechanical behaviour of sand-structure interfaces is strongly influenced by the surface

roughness κ. For relatively smooth surfaces the contact friction angle is often fully mobilised

after a short shear path and remains almost constant after mobilisation [393]. For rough

surfaces, however, the behaviour is similar to the response observed in simple shear or triaxial

tests performed on dense sand, where the peak stress is followed by gradual softening with
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ongoing shearing. Compared to smooth surfaces, the shear band is usually much broader

for rough surfaces. These characteristics of the constitutive interface behaviour of sand are

schematically shown in Fig. 6.10a.

Interface shear tests are performed to determine the mechanical properties of soil-structure

interfaces and can, amongst other criteria, categorised according to their boundary conditions.

Figure 6.10b displays schematics of simple interface shear tests with constant normal stiffness

(K constant, CNS test) and constant normal load (tN constant, CNL test). For most BVPs,

constant normal stiffness conditions are believed to be more representative, since the shearing

of the interface leads to volumetric strain and hence change in the normal contact stress. The

influence of the constant normal stiffness and constant normal load boundary conditions on

the shear stress vs. tangential displacement curves is also schematically shown in Fig. 6.10b.

CNS tests do not exhibit a peak in the tT vs. uT plot and reach higher maximum shear stress

with increasing normal stiffness. In case of CNL tests, the curves show a peak while higher

normal load results in a higher maximum shear stress. Larger relative displacements between

the soil sample and the structure are necessary in case of higher normal load to reach the peak

value of tT compared to lower normal load [321].

The aforementioned characteristics of the constitutive behaviour of sand-structure interfaces

are confirmed by numerous monotonic (see e.g [110, 100, 247, 260, 118]) and cyclic inter-

face shear tests (see e.g. [109, 442, 443, 121]) reported in the literature. In addition, these

characteristics have also been reproduced using the discrete element method [444, 449, 177].

6.10.1 Modelling of interfaces using existing constitutive contin-

uum models

For the numerical modelling of the mechanical behaviour of the interface zone (i.e. the friction

model), two general approaches exist. The employed constitutive models are either specifically

tailored for the application to interfaces and are solely used as friction models (see e.g. the

models presented in [335, 257, 139, 174, 201, 229, 323, 324, 322, 429, 284, 230, 231]) or they

are based on models originally developed for the constitutive modelling of the continuum (see

e.g. [147, 21, 399, 367, 369, 366, 368, 365, 400]). For the second approach, the stress and strain

in the interface have to be given in a global continuum setting (i.e. the full tensors), whereas in

the first approach only the normal (contact) stress, the shear stress and the shear strain of the

interface zone are conventionally considered. Using the second approach, a slight modification

of the constitutive equations of the continuum model is often necessary to account for the
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Figure 6.10: a) Schematic of the shear stress vs. tangential displacement response of soil-

structure interfaces in dependence of the surface roughness (based on [393]). b) Different

boundary conditions used in simple interface shear tests and their influence on the shear

stress vs. tangential displacement response.

characteristics of the soil-structure interface, such as the surface roughness. Compared to the

first approach, the application of existing continuum models to the modelling of interfaces

has the advantage that the constitutive model needs not to be formulated completely new4

[147, 22, 21]. Moreover, apart from the surface roughness and the shear band thickness, no

additional constitutive parameters are usually required for the friction model since they are

typically identical to those used for the continuum constitutive model. Therefore, additional

interface shear tests to calibrate the parameters of the friction model are not required in all

cases.

Herle & Nübel [166], Gutjahr [147] and Arnold & Herle [22, 21] were among the first to apply

hypoplastic continuum models to the modelling of interfaces. They modified the hypoplastic

relations such that they are applicable for plane conditions (Herle & Nübel, Gutjahr) or

assumed identical normal stress components5 σinterface
11 = σinterface

22 = σinterface
33 (Arnold & Herle)

in the hypoplastic interface element. The two approaches have different shortcomings, which

4This is not the case for the (first) approach presented in [399, 400], where a projection of the continuum

model to the interface zone is used. This requires the assumption of Lode’s angle to be zero and has thus far

only been used together with rather simple elasto-plastic constitutive continuum models.
5The stress tensor of the interface σinterface is not to be confused with the contact stress vector t and its

components. When referring to the normal stress components of the interface, the diagonal values of σinterface

are meant. Normal contact stress refers to tN .
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are discussed by Stutz et al. [365, 367]. The recently presented approach by Stutz et al. [367,

369, 366, 368, 365] is more promising, because it is possible to consider the normal strain of

the interface, which has been neglected in earlier schemes. In addition, differing normal stress

components can be taken into account (σinterface
11 ̸= σinterface

22 and σinterface
11 ̸= σinterface

33 ). However,

as will be shown in this work, the approach by Stutz et al. can violate the boundary conditions

of a system, caused by non-realistic (initial) jumps in the normal stress components in the

transition zone.

Apart from the application of (existing) constitutive continuum models, several stand-alone

constitutive interface models have been proposed (see [335, 139, 174, 201, 229, 399, 400, 323,

322, 429]), which are all based on an additive split of elastic and plastic strains (i.e. elasto-

plastic models). These models are of ”Coulomb”-type with respect to the stress conditions

in the interface, i.e. only normal and shear stress but no in-plane interface normal stress

components are considered. Therefore, the interface shear stress rate is a function of the

interface normal stress σN (identical to the normal contact stress tN) and potentially some

other state variables α (including the shear stress τ ), i.e. τ̇ = f(σN ,α).

A general framework to apply existing constitutive continuum models as constitutive interface

models is presented in the following. For this purpose, the approach by Stutz et al. is enhanced

such that the normal stress components in the interface are not independent of the stress of the

adjacent continuum, allowing to consider the boundary conditions of a BVP in the interface.

Note that some of the following has already been published by the author in [361].

6.10.2 Stress and strain conditions in the interface element

As has already been mentioned in the previous sections, the interface element is formulated

as zero-thickness element, without the need of additional discrete interface elements. This has

the great advantage that sliding with large relative surface motions can be modelled without

the need to re-create discrete interface elements. Figure 6.11 shows a schematic of a shear

band with thickness ds (Fig. 6.11a), the normal stress components acting in the shear band

including the local coordinate system of the interface (Fig. 6.11b) and an idealised interface

element in 2D subjected to the shear strain γ1. The local coordinate system of the interface

has the basis vector n for the normal direction and the two tangential basis vectors t1 and t2.

The components of the normal stress of the interface element are likewise defined by σn for

the normal and σp1, σp2 for the two normal stress components in-plane. The interface element

is further subjected to the two shear stress components τ1 and τ2 acting in the n − t1 and

n− t2 plane, respectively.
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Figure 6.11: a) Shear band with thickness ds formed at a soil-structure interface. b) Normal

stress components acting in the shear band. c) Shear strain and stress in a 2D interface element.

In the approach by Stutz et al. [367], the following definitions of stress and strain tensors are

used for the constitutive continuum model applied as interface model

σinterface =







σN τ1 τ2

τ1 σp1 0

τ2 0 σp1







and εinterface =







εN γ1/2 γ2/2

γ1/2 0 0

γ2/2 0 0






. (6.62)

In contrast to the approaches by Gutjahr and Arnold & Herle, the normal strain εN of the

interface is considered. To determine εN , the increment of normal contact stress ∆tN is enforced

to be identical to the stress increment in normal direction of the interface ∆σN computed using

the constitutive continuum model equations, viz.

∆σN −∆tN
!
= 0. (6.63)

Therein,
!
= symbolises that Eq. (6.63) has to be enforced. Eq. (6.63) is solved using a Newton

iteration in form of

∆εn+1
N = ∆εnN −

(

∆σnN −∆tN

)

/
∂∆σnN
∂∆εnN

. (6.64)

The iteration is performed n-times until the left-hand side of Eq. (6.63) is sufficiently close to

zero.

Since for most constitutive soil models
∂∆σii
∂∆ε11

̸= 0ii applies, the interface normal stress compo-

nents σp1 and σp2 change with ∆εN . In the same way the intergranular strain tensor, represent-
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ing an important state variable of the hypoplastic model with intergranular strain extension,

changes with ∆εN as well as with the shear strain increment ∆γ.

It is important to note that the constitutive response is influenced by the normal contact stress

history since the normal stress components of the continuum model develop with increasing

normal contact stress. Therefore, the contact behaviour should be described in all steps with

the same constitutive contact model when applying the approach by Stutz et al. [367]. In

the implementation by Stutz et al. [367], the assumption σp1 = σp2 is made (see Eq. (6.62)).

Due to restrictions of the closed-source software Abaqus used by Stutz et al. [367] for the

implementation of the interface model, the initial normal stress components furthermore have

to be set isotropically, i.e. σp1,0 = σp2,0 = σN,0 [366].

Using the approach by Stutz et al. [367], a jump in the stress tensor between continuum and

interface generally exists. The following condition of the jump [[σ]] = σinterface−σcontinuum has

to be satisfied [390, 265]:

[[σ]] · n = 0. (6.65)

For plain-strain conditions, only one jump in the stress acting parallel to the discontinuity

line is permitted (the other in-plane stress component is not governed by Eq. (6.65), but of

course a jump is possible). For 3D, three jumps at the discontinuity plane are allowed by static

considerations, which are the normal stress components σp1 and σp2 given in Fig. 6.11 as well

as the shear stress component in the t1 − t2 plane.

Using the approach by Stutz et al. [367], both normal stress components orientated tangen-

tially to the discontinuity plane may jump. This is allowed according to Eq. (6.65) but is not

necessarily realistic. The approach by Stutz et al. [367] can violate the boundary conditions

of a BVP. For instance, if a prescribed traction parallel to a discontinuity line exists, the

corresponding stress component in the interface is not necessarily identical to it. Such a case

is illustrated in Fig. 6.12. Even though a vertical traction is prescribed, the vertical stress in

the interface zone is only governed by the interface strain in normal direction, which does in

general not lead to a vertical stress in the interface being in equilibrium with the prescribed

external loading. The developing normal interface stress components depend, among other

influencing factors, on the lateral stress coefficient. Moreover, using the approach by Stutz

et al. [367], no strain of the interface zone in direction of the vertical traction can be taken

into account. This is a major disadvantage, considering that the hypoplastic model with in-

tergranular strain extension is considerably influenced by the strain history. In addition, a

jump already exists prior to shearing and the initial stress conditions might not be correctly

reflected, which is further discussed in Section 6.10.7.
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In order to address the shortcomings of the approach by Stutz et al. [367], it is assumed

that all normal stress components of the interface are identical to the normal stress of the

adjacent continuum and no jump in the stress exists. For this purpose the stress tensor of

the adjacent continuum is extrapolated to the interface element, avoiding the (initial) jump.

The extrapolation of the stress tensor from the integration points of the adjacent continuum

elements to the surface nodes is performed by

σextra =

ngp
∑

igp

Nigp(ξ
′, η′)σcontinuum

igp , (6.66)

where ξ′ and η′ are the stretched local coordinates (see Fig. 6.13b) of the adjacent continuum

element from which the stress is retrieved. The stretched local coordinates are ≤ 1 at the

location of the integration points and > 1 at the location of the contact points such that

an extrapolation is performed. σextra is the extrapolated stress given in the global coordinate

system and σcontinuum
igp is the stress in integration point igp of the adjacent continuum element.

ngp is the number of all integration points of the considered continuum element. Note that if

the point on the interface lies exactly between two or more continuum elements, the average

values of the extrapolated stresses of all adjacent elements are computed. The stress has to

be rotated according to the local coordinate system of the interface element. The rotation is

defined by

σ
′extra = α · σextra ·αT , (6.67)
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Figure 6.13: a) Global and local coordinate system of the interface. b) Extrapolation of the

continuum stress to the interface. c) Normal stress components acting in the interface. d)

Boundary conditions of the novel interface element formulation.

where

αij = e
′(i) · e(j). (6.68)

e
′(i) is the i-th basis vector of the local interface coordinate system and e(j) is the j-th basis

vector of the global coordinate system. The rotation from global to local coordinate system is

displayed in Fig. 6.13a. Only the interface normal stress components σextra
p1 and σextra

p2 of σ
′extra

are of interest. The other components of the stress tensor (σN , τ1, τ2) are obtained using the

contact stress vector t of the previous converged state (this is either the solution at the last

global iteration or the solution at the last converged sub-increment, as is further explained in

Section 6.10.4). The stress components of the interface element using the extrapolated stress

are given in Fig. 6.13c. Using the proposed definitions for the stress state of the interface

element, Eq. (6.62) is modified to Eq. (6.69):

σ̄interface =







σN τ1 τ2

τ1 σp1 0

τ2 0 σp2







and ε̄interface =







εN γ1/2 γ2/2

γ1/2 εp1 0

γ2/2 0 εp2







(6.69)

Note that the assumption of σp1 = σp2 is neither required nor made. In addition, the strains

εp1 and εp2 are not necessarily zero as assumed by Stutz et al. [367], which is also indicated in

Fig. 6.13d. For 2D plain-strain analyses, however, the normal strain component εp2 is zero of

course. It is important to note that the normal strain components εp1 and εp2 do not change

121



due to pure shearing of the interface, i.e. they are only governed by a change in stress caused

not by interface shearing. This is of great importance because if the stress components σp1 and

σp2 are fixed to the values obtained from the continuum but they change due to the shearing

of the interface, an incompatibility occurs. Only a change in the stresses σp1 and σp2 due to

some changes in the continuum stress not caused by the interface shearing leads to changes

in εp1 and εp2 (e.g. some external loading parallel to the interface plane). If pure shearing of

the interface occurs, the approach reduces to the approach by Stutz et al. [367] in terms of

the strain tensor. An example for such conditions is given later with the simulation of simple

interface shear tests.

Note that the second approach presented by [399] also considers all stress components similar

to Eq. (6.69). However, in analogy to the approach by Stutz et al. [367], the stress is also not

directly influenced by the adjacent continuum stress.

The contact normal stress tN and the extrapolated (rotated) stress components (σextra
p1 and

σextra
p2 ) have to be in equilibrium with the stress of the interface element. This is enforced by

σN − tN
!
= 0, (6.70)

σp1 − σextra
p1

!
= 0 and (6.71)

σp2 − σextra
p2

!
= 0. (6.72)

Note that the shear stress components of the continuum need not to be enforced to be in

equilibrium with the contact shear stresses since they are identical by definition. Note in

addition that Eqs. (6.70 - 6.72) are not formulated incrementally since stress equilibrium is

enforced. According to the jump condition given by Eq. (6.65), Eqs. (6.71 - 6.72) need not

necessarily be satisfied. They can be enforced according to the boundary conditions of the

considered BVP. In general, however, Eqs. (6.70 - 6.72) should be satisfied initially (prior to

shearing) if homogeneity is assumed.

Using the Jacobian J of the constitutive continuum model applied as interface model, Eqs.

(6.70 - 6.72) are solved using Newton’s method with iterative calculation of the unknown

strain, viz.

εinterface,n+1 = εinterface,n − J−1 :
(

σinterface − σ′extra
)

, (6.73)

where σ
′extra = diag[tN , σ

extra
p1 , σextra

p2 ] and σinterface = diag[σN , σp1, σp2].

Eq. (6.73) is solved in two steps. First,

J : ∆εinterface,n = −
(

σinterface − σ′extra
)

(6.74)
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is solved for ∆εinterface,n = εinterface,n+1−εinterface,n and then added to the total strain of iteration

n, viz.

εinterface,n+1 = εinterface,n +∆εinterface,n. (6.75)

In each iteration n, the shear stress components of the contact stress vector t from the last

converged state are added to σinterface

σ̄interface = σinterface +T, (6.76)

where T = {[0, τ1, τ2]T , [τ1, 0, 0]T , [τ2, 0, 0]T}. This is done because only the normal stress com-

ponents are supposed to change during the iterative calculation of the increments of the normal

strain components. During the update of the normal strains, the shear stresses are not con-

sidered in Eq. (6.74) but the constitutive model is called using σ̄interface, including the shear

stress components from the last converged iteration. Since the increment in shear strain is

non-zero, the shear stress components change during the Newton iteration. The contact shear

stress vector tT is, however, only updated in case Eqs. (6.70 - 6.72) are satisfied. The definition

of the shear strain components in ε̄interface is given in the next section.

6.10.3 Shear strain

Using zero-thickness interface elements, the increment in shear strain is calculated by

tan∆γ =
∆gT
ds

, (6.77)

where the interface thickness ds and the increment in tangential gap ∆gT (see Eq. (6.28)) are

used. For granular media, the interface thickness is usually assumed identical to the shear band

thickness, which is a function of the grain size for cohesionless soils. According to laboratory

observations [174, 92, 91, 247], the shear band developing at soil-structure interfaces during

shearing has a thickness of approximately 5 − 10 · d50, where d50 is the median grain size. It

is important to note that the shear band thickness is usually not constant with respect to

shear strain [258]. The definitions of the strain conditions in the interface element introduced

in Section 6.10.2 allow to consider the change of the interface thickness with respect to the

normal strain and hence enable to consider the dilatancy of the interface zone. The interface

thickness is postulated to be calculated by

ds = ds0 + εN · ds0, (6.78)

where ds0 is the initial interface thickness, estimated using the aforementioned approximation

based on experimental results. Note that the influence of the consideration of the change in
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shear band thickness on the calculated shear strain is not large. For the simulations presented

later the normal strain did not exceed 10 % in most cases, leading to comparably small changes

in ds. Note in addition that even though the shear band thickness introduces a parameter which

is hard to estimate and may involve a great uncertainty, using a Coulomb friction model also

requires the definition of a tangential penalty factor (or a relative tangential displacement

at which the shear stress is fully mobilised as e.g. implemented in the commercial software

Abaqus [372]). This parameter is equivalently hard to estimate as is estimating ds.

In analogy to Eq. (6.76), the shear components of the strain tensor are added to ε̄interface in

every iteration n, viz.

ε̄interface = εinterface + E, (6.79)

where E = {[0, γ1/2, γ2/2]T , [γ1/2, 0, 0]T , [γ2/2, 0, 0]T}.

6.10.4 Implementation

The pseudocode of the implementation is given in Algorithm 3. An explicit sub-increment

scheme with error control is applied, for which the shear strain increment is divided in nsub

sub-increments in line 1. A fixed maximum sub-increment of 5 · 10−6 for the increment in

shear strain is used. During the Newton iteration, the strain increment is calculated using

Eq. (6.79) with the sub-increment of shear strain and the increments of the normal strain

components from the last iteration. The sub-increment of shear strain is constant. In each

iteration, the state variables α of the constitutive interface model and the full stress tensor

are first set to the values of the previous converged sub-increment in lines 5 and 6. The

constitutive continuum model updates the stress and the state variables in line 7 based on

the strain increment ∆ε̄interface,i. Using the updated stress tensor, the updated normal strain

increment is calculated in line 8. Lastly, the error r is calculated using Eqs. (6.70 - 6.72). The

tolerance tol for the error is chosen as tol = 0.2 %, which originates from experience when

integrating the stress rate of the hypoplastic model (see Appendix A.1). The state variables

and the updated stress tensor are saved after convergence in lines 12 and 13. Note that the

algorithm is independent of the underlying constitutive continuum model applied.

Depending on the constitutive model used, the iterative procedure can be computationally

expensive, which is further discussed in Section 8.2.3. The evaluation of the contact contribu-

tions implemented in numgeo can be performed in parallel using multiple threads. Since the

required communication of the threads is little compared to the time spent in the update of the

contact contributions, an almost linear scaling with respect to the number of applied threads
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is achieved. A discussion on the numerical performance of the proposed interface formulation

is given in Section 8.1.3 for the simulation of large-scale interface shear tests.

Algorithm 3: Iterative calculation of the interface normal strain components

Result: Updated interface strain ε̄interface, stress σ̄interface and state variables α

1 Divide shear strain increment ∆γ in nsub sub-increments δγ

2 for i = 1, 2, .. until nsub do

3 for n = 1, 2, .. until r < tol do

4 Calculate ∆ε̄interface,i using δγ and ∆εinterface,n

5 αn = αi

6 σ̄interface,n = σ̄interface,i

7 Call const. continuum model σ̄interface,n = f(σ̄interface,n,∆ε̄interface,i,αn)

8 Calculate ∆εinterface,n using Eq. (6.74)

9 r = ∥σinterface,n − σ′extra∥/∥σ′extra∥
10 end

11 Save strain ε̄interface,i+1 = ε̄interface,i +∆ε̄interface,i

12 Save state variables αi+1 = αn

13 Save stress σ̄interface,i+1 = σ̄interface,n

14 end

6.10.5 Modelling of high-cyclic interface shearing using HCA in-

terface models

Similar to the soil-continuum, cyclic shearing of interfaces can lead to permanent strain accu-

mulation even for comparably small strain amplitudes if the number of load cycles is large. In

general, cyclic loading of soil-structure interfaces leads to an accumulation of negative volu-

metric strain (contraction) for both initially dense and initially loose soil in the interface [90,

92, 256]. Similar to the continuum soil behaviour, the contraction is more pronounced in case

of initially loose sand [109]. For initially loose soil-structure interfaces, some researchers found

an increase in maximum shear stress that can be mobilised in the contact due to the cyclic

shearing [93, 335]. In case of initially dense interfaces, a relaxation of the normal contact stress

components as well as the shear stress components usually occurs [93, 109].

Up to now, no constitutive interface model for high-cyclic loading of interfaces exists. For
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instance, such a model could be relevant for the simulation of piles subjected to high-cyclic

vertical loading or combined vertical and horizontal loading. The general framework of the

interface element introduced in the previous sections allows for a straightforward formulation

of a constitutive interface model for high-cyclic loading based on the HCA models introduced

in Chapter 5.

During the recording step of the simulation with the HCA model, a strain point is only saved

in case the strain calculated from the iterative procedure given in Eq. (6.74) leads to stress

equilibrium of interface and adjacent continuum. During the high-cycle mode of the HCA

model, the stress equilibrium has to be enforced using Eqs. (6.70 - 6.72) as well since the

accumulated strain causes the interface stress to change.

6.10.6 Modifications of constitutive continuum models for the ap-

plication to interfaces

Recalling the influence of the surface roughness κ on the constitutive response of the interface

zone (see Fig. 6.10), κ has to be incorporated in the constitutive continuum models applied

as interface models. κ is defined by [147]

κ =
tan(φinterface)

tan(φc)
(6.80)

with φinterface being the friction angle of the interface and φc the critical friction angle of the

soil, and can be estimated using

κ = 0.25 logRn + 1.05, (6.81)

where Rn is the normalised surface roughness given by Rn =
Rmax(L = d50)

d50
[193]. d50 is the

median grain size of the soil and Rmax(L = d50) is the maximum surface roughness on a length

L = d50 of the interface.

It is not desirable that the parameter sets of constitutive continuum models calibrated with

the intent to be applied as continuum models have to be re-calibrated based on interface shear

tests when applied as interface models. Therefore, the surface roughness is incorporated as

a modification of the parameters of the constitutive continuum models without the need to

perform additional interface shear tests and re-calibrate the constitutive parameters for every

case. Three different constitutive continuum models are applied as interface models in this

work, for which the surface roughness is incorporated as follows:
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❼ Hypoplasticity with intergranular strain: Following the work of [147], the critical

friction angle φc used in the calculation of a given in Eq. (A.7) is multiplied by the

roughness factor κ, viz.

a =

√
3
[
3− sin(κφc)

]

2
√
2 sin(κφc)

. (6.82)

In addition, since the interface behaviour of rough surfaces is similar to initially dense

sand while smooth surfaces tend to show a response similar to initially loose sand,

the parameter α, influencing the peak in the stress-strain response and the dilatancy

behaviour, is modified. The pyknotropic factor fd (see Eq. (A.7)) is calculated using

fd =

(
e− ed
ec − ed

)ακ2

(6.83)

and the barotropic factor fb (see Eq. (A.8)) is defined by

fb =
hs
n

(
ei0
ec0

)β
1 + ei
ei

(
3ps
hs

)1−n
[

3 + a2 − a
√
3

(
ei0 − ed0
ec0 − ed0

)ακ2
]
−1

. (6.84)

❼ Sanisand: The critical stress ratios Mc and Me are modified by

Mc =
6 sin(κφc)

3− sin(κφc)
and Me =

−6 sin(κφc)

3 + sin(κφc)
. (6.85)

In analogy to the hypoplastic model, the parameter nb in Eq. (A.24)

αbθ =

√

2

3

[

g(θ, c)Me−nbκψ −m

]

n (6.86)

influencing the peak behaviour and the parameter A0 in Eq. (A.29)

Ad = A0κ(1 + ⟨z : n⟩) (6.87)

influencing the dilatancy are modified by κ.

❼ HCA model for sand: Since the available data for high-cyclic shearing of interfaces

is limited, only the friction angle φcc used for the calculation of the critical stress ratio

introduced in Eq. (5.5) is modified by κ. The factor fY , considering the effect of nor-

malised stress ratio on the accumulation rate, is influenced by this modifications as well.

Higher values of fY are obtained for lower surface roughness. In future work, high-cyclic

interface tests with varying surface roughness should be performed in order to investigate

the suitability of the present approach.
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6.10.7 Simulation of simple interface shear tests

To show the performance of the proposed constitutive interface models, simple interface shear

tests are simulated. A schematic sketch of the tests, the difference between simple and direct

shear tests as well as the definition of the normal stress and strain components for the test

conditions are given in Fig. 6.14. The considered tests have been performed by Fakharian

[109] and Fakharian & Evgin [110]. The experimental campaign comprises tests with constant

normal stress and tests with constant normal stiffness. The soil sample had dimensions of 100

× 100 × 20 mm.

Monotonic as well as cyclic tests with up to 50 cycles have been performed. Different soils

have been studied but only tests using a crushed silica sand are considered for the numerical

analyses. Since neither the material is available nor any triaxial test data exists, the material

constants required for the constitutive interface models are estimated based on parameters for

a similar material. A crushed quartz sand (termed ”L4C”), which has a grain size distribution

very similar to the silica sand used in the interface tests and the same d50 = 0.6 mm, is used.

The parameters of Hypoplasticity with intergranular strain, determined based on laboratory

tests (index, oedometer and triaxial tests), are provided in Table 6.1. The material constants

for the HCA model have been calibrated based on triaxial tests documented in [420]. The

HCA parameters are given in Table 6.2. Note that no ”tuning” of the parameters is performed

since the comparison of the different interface formulations is focused here and not the com-

parison with the experimental data. Note in addition that the investigations in this section

are restricted to the hypoplastic and the HCA interface model. The Sanisand interface model

is later applied in Section 8.1 for the simulation of large-scale interface shear tests.

Steel

Soil

Direct shear test

Simple shear test

�1

�N= ?

�p1= 0 �p1= 0

�p1 �p1

�p2

 

�p2= 0

�N

�N�N= ?

Interface

n

t1

t2

�11

�22

�33

Figure 6.14: Schematic sketch of the interface shear tests, the different test conditions for simple

and direct shear tests, the definition of the normal continuum stresses and the definition of

the normal stress and strain components in the interface for the test conditions
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φc ei0 ec0 ed0 hs n α β R mR mT βR χ

[◦] [-] [-] [-] [kPa] [-] [-] [-] [-] [-] [-] [-] [-]

36 1.32 1.149 0.763 4516386 0.28 0094 1.2 10−4 2.4 1.2 0.3 1.5

Table 6.1: Parameters of the hypoplastic model with intergranular strain extension for the

crushed quartz sand ”L4C”

Campl Ce Cp CY CN1 [10−4] CN2 CN3

0.95 0.48 -0.19 2.33 2.5 0.15 0

Table 6.2: Parameters of the HCA model for the crushed quartz sand ”L4C”

Tests with monotonic loading

Only tests with comparatively modest values of normal contact stress are considered, excluding

those with higher stress. Particle breakage occurred in the tests with higher stress, which can

not be considered with the interface models developed in this work. Simple interface shear

tests with constant normal stress of 100 kPa, an initial relative density of Dr0 = 0.88 and

sand-blasted steel surface are considered. The surface is assumed to be nearly perfectly rough

(κ = 0.9) in the numerical analysis. An interface thickness of 5 · d50 = 3 mm is assumed.

The intergranular strain tensor is assumed to be initially fully mobilised in the direction of

shearing, such that no increased shear stiffness due to the intergranular strain extension exists

initially. During the test, the intergranular strain tensor evolves due to strain in the normal

interface direction. The initial stress in the continuum is calculated assuming a lateral stress

coefficient of K0 = 0.5.

Idealising the interface shear box as single element test (one linear finite element with one

integration point6), the normal stress component σp1 is non-constant and the corresponding

strain is zero (εp1 = 0) (see Fig. 6.14). The normal stress component σp2 is also non-constant

and for the strain εp2 = 0 holds.

Note that due to the aforementioned boundary conditions of the shear test, only εN is non-

zero using Eq. (6.74). The other normal strain components are zero since the normal stress

components σp1 and σp2 develop identical to the corresponding continuum stresses. This does

not need to be set manually for the novel interface formulation but results automatically

from the stress and strain conditions. Note that this is due to the boundary conditions of

6Hourglass deformation modes are suppressed due to the Dirichlet boundary conditions
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the simple interface shear test and not the case for more complex BVPs in general. For the

numerical model, the vertical displacement of the top nodes is enforced to be identical by using

a multi-point constraint. This constraint accounts for the rigid top plate used to apply the

normal stress in the experiment. The implementation of the original approach by Stutz et al.

[367] in numgeo, which is applied for comparison purposes in the following, utilises the same

sub-increment scheme and error control as described in Section 6.10.4. Identical values for

tolerated error and sub-increment size are used for both approaches. In addition, the identical

implementation of the hypoplastic continuum model is utilised.

The results of the experiment and those of the simulations using the novel approach for the

stress conditions in the interface element (σp1 = σ22 and σp2 = σ33) and the approach by Stutz

et al. [367] are displayed in Fig. 6.15. The shear stress tT and the normal stress components

σp1 and σp2 of the interface are plotted vs. the tangential displacement of the steel plate. In

case of the simulation with the novel approach both interface normal stress components are

obtained from the continuum using the procedures described in Section 6.10.2. The normal

continuum stress components σ22 and σ33 vs. the tangential displacement are given in Fig.

6.15d,e as well.

The shear stress vs. tangential displacement plot demonstrates that both interface formulations

predict different peak and residual values of shear stress. The simulation using the approach

by Stutz et al. [367] results in a lower peak and residual shear stress compared to the novel

approach. Since the initial stiffness is higher due to the higher initial mean stress in the

interface, the approach by Stutz et al. [367] furthermore results in an earlier peak in shear

stress with respect to the tangential displacement. Compared to the experiment the peak is

also underestimated using the novel interface formulation, which could be enhanced using a

larger value of surface roughness κ or a larger value for the parameter α of the hypoplastic

model. In case of the novel interface formulation using σp1 = σ22 and σp2 = σ33, the normal

interface and normal continuum stress components match, as is visible from the comparisons

of Fig. 6.15b with Fig. 6.15d and Fig. 6.15c with Fig. 6.15e. The approach by Stutz et al. [367]

results in a strong jump of normal stress components between interface and continuum.

Despite the higher values of interface normal stress components (compared to the novel ap-

proach assuming σp1 = σ22 and σp2 = σ33), a slightly lower residual shear resistance is observed

in case of the simulation using the approach by Stutz et al. [367]. This is due to the lower

continuum normal stress components as is visible from Fig. 6.15d and Fig. 6.15e. Therefore,

the continuum is the ”weak link” (the interface and the continuum respond as in series, and

not as in parallel) using the approach by Stutz et al. [367].
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Figure 6.15: Results of the simulation of a simple interface shear test using either the novel

approach for the calculation of the stress conditions in the interface element or the approach

by Stutz et al. [367]. The interface shear stress and the interface normal stress components

σp1 and σp2 vs. the tangential displacement uT of the steel plate are displayed in plot a), b)

and c), respectively. For the novel approach, the interface normal stress components σp1 and

σp2 are obtained from the continuum (σp1 = σ22 and σp2 = σ33). In addition, the continuum

normal stress components σ22 and σ33 vs. the tangential displacement are given in plots d)

and e), respectively.

The comparison of the different interface formulations shows that the choice of the boundary

conditions of the interface element influences the mechanical response. However, both formu-

lations give reasonable results in terms of shear stress vs. tangential displacement compared

to the results of the experiment. It is not surprising that only small differences in terms of

shear stress exist, since the normal strain in the interface is almost identical to the normal

strain of the adjacent continuum element (however, the approach by Stutz et al. [367] gives

less normal strain in the interface compared to the continuum due to the higher mean stress

in the interface). Since the shear stress in the interface and the continuum is also identical,

but all other strain components are zero, the assumptions of the approach by Stutz et al. [367]

hold. However, as is demonstrated for the large-scale cyclic interface shear tests in Section 8.1,

the different approaches for the interface zone can have a distinct influence on the predicted

shear stress, when the stress and strain conditions are more complex.

In order to judge the performance of the different interface models for perfectly rough condi-

tions in comparison to a simulation without interface element, the simulations are repeated

assuming perfectly rough conditions (κ = 1) and are compared to a simulation using only

the hypoplastic continuum model and prescribing the displacement of the steel plate to the

nodes of the soil sample. This modelling approach without interface element only works for
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simulations with comparably small relative motions, since sliding can not be modelled without

severe distortion of the continuum elements close to the interface zone (this aspect is impor-

tant for the analysis of pile driving, for instance). The results are given in Fig. 6.16. Note that,

as has also been outlined previously, the normal strains εp1 and εp2 are zero using the novel

interface formulation since the interface in-plane normal stress components develop identical

to the corresponding continuum stress components. This is due to the boundary conditions

of the simple interface shear test and not generally the case. For the approach by Stutz et al.

[367] two different cases for the initialisation of the normal stress components in the interface

are studied. The stress components are either initialised according to the initial continuum

stress (σp1,0 = σ22,0 and σp2,0 = σ33,0), which is directly possible using numgeo, or initialised

to the value of initial normal contact stress (σp1,0 = tN,0 and σp2,0 = tN,0), which corresponds

to the restriction when using Abaqus. In terms of shear stress vs. tangential displacement

all interface approaches give results similar to the simulation without interface. However, the

approach by Stutz et al. [367] setting σp1,0 = tN,0 and σp2,0 = tN,0 gives slightly higher values

of shear stress. This is absent if the interface stress is initialised by the continuum stress. Very

similar results for all stresses are obtained using the novel approach and the approach of Stutz

et al. [367] setting σp1,0 = σ22,0 and σp2,0 = σ33,0. It is also well visible that using the approach

of Stutz et al. [367] setting σp1,0 = σ22,0 and σp2,0 = σ33,0 almost no jump between the interface

and the continuum stress develops. This, however, is only the case for the simple interface

shear test considered here, since the normal strain component εN of the interface and of the

continuum is almost identical. For more complicated BVPs, as considered in Section 8.1, when

using the approach by Stutz et al. [367], the interface stress develops in general differently to

the adjacent continuum stress.

To assess the superior convergence rate obtained using numerical differentiation (see Section

6.7) compared to analytical derivatives of the hypoplastic interface model, the change of the

norm of residual energy with respect to the number of iterations is given in Fig. 6.17 for the

simulation of the monotonic simple interface shear test. In case of the numerical differentiation

scheme both approaches, the simplified Eq. (6.56) where only the displacement increment is

perturbed, and Eqs. (6.58, 6.59), for which in addition all state variables are also perturbed,

are used. The first increment of the monotonic shearing phase of the simulation is considered.

Note that the analytical derivatives of the hypoplastic model are not consistent, since an

analytical calculation of a consistent derivative is not possible using the hypoplastic model

considered here. However, the derivative can be approximated. In the following, the derivative

used is shortly explained. The objective stress rate of the (continuum) hypoplastic model with
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Figure 6.16: Results of the simulation of a simple interface shear test with perfectly rough

(κ = 1) surface using the novel approach for the calculation of the stress conditions in the

interface element, the approach by Stutz et al. [367] with different initialisation of the normal

stress components in the interface and an approach without interface zone. The interface shear

stress tT and the interface normal stress component σp1 vs. the tangential displacement uT

of the steel plate are displayed in plot a) and b). In addition, the continuum normal stress

component σ22 vs. the tangential displacement is given in plot c). For the approach by Stutz et

al. [367] the initial stress components are either initialised according to the initial continuum

stress (σp1,0 = σ22,0 and σp2,0 = σ33,0) or to the value of initial normal contact stress (σp1,0 = tN,0

and σp2,0 = tN,0). In case of the simulation without interface, the displacement of the steel plate

is prescribed to the nodes of the soil sample, using only the hypoplastic continuum model.

intergranular strain extension is given by [269] (see Eq. (A.1) in Appendix A.1)

σ̊ = M(σ,h, e) : ε̇. (6.88)

M is a fourth-order stiffness tensor, h is the intergranular strain tensor and e the void ratio.

Discretising in time using finite increments, the derivative of Eq. (6.88) with respect to the

strain increment is given by

∂∆σij
∂∆εmn

=Mijmn +
∂Mijkl

∂∆σkl

∂∆σkl
∂∆εmn

∆εkl +
∂Mijkl

∂∆hkl

∂∆hkl
∂∆εmn

∆εkl +
∂Mijkl

∂∆e

∂∆e

∂∆εmn
∆εkl.

(6.89)

Only the first term of Eq. (6.89) is considered. For the use as interface model, the derivative

is then given in Voigt notation by

J interface
ik =

∂∆σi
∂∆εj

∂∆εj
∂∆gk

=Mij
∂∆εj
∂∆gk

, (6.90)

133



0 1 2 3 4
Iteration no. [-]

10 16

10 14

10 12

10 10

10 8

10 6

No
rm

 o
f 

 re
sid

ua
l e

ne
rg

y 
[k

Nm
]

Analytical derivatives
Num. diff. (only perturbation of u)
Num. diff.

Figure 6.17: Change of the norm of residual energy with respect to the number of iterations

for the simulation of the monotonic simple shear test using either analytical derivatives for the

Jacobian of the hypoplastic interface model or the numerical differentiation schemes. For the

numerical differentiation either only ∆u is perturbed or all variables influencing the contact

contributions (i.e. stress and other state variables) are perturbed.

where ∆gk is the increment of relative surface movement (see Eq. (6.28) for the definition of the

tangential part). Figure 6.17 shows that using the numerical differentiation schemes presented

in Section 6.7, the residual energy decreases much more rapidly compared to the approach

using the analytical derivative. Compared to the simplified differentiation scheme where only

the displacement increment is perturbed, the complete numerical differentiation scheme gives

a slightly better convergence rate. However, considering the much larger computational effort

of the complete scheme as explained in Section 6.7, the simplified scheme is used.

Tests with cyclic loading

The cyclic interface shear tests have been performed by Fakharian [109] and Fakharian &

Evgin [110] as well. In contrast to the monotonic tests, constant normal stiffness conditions

are considered. The initial normal stress is 300 kPa.

The simulation of a test with a normal stiffness of K = 400 kPa/mm and a tangential dis-

placement amplitude uampl
T = 0.75 mm using the hypoplastic interface model is displayed in

Fig. 6.18 for the novel formulation and the formulation by Stutz et al. [367]. Note that all

normal stress components are initialised by the value of the normal contact stress using the

approach by Stutz et al. [367]. Fig. 6.18a and Fig. 6.18c display the shear stress vs. tangential
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Figure 6.18: Results of the simulations of a cyclic simple interface shear test with constant

normal stiffness using either the novel hypoplastic interface formulation (plot a and b) or the

approach by Stutz et al. [367] (plot c and d) in comparison to the measurements made in the

experiment. Plot a), c) and b), d) display the shear stress tT and normal displacement uN vs.

tangential displacement uT at N = 1 and N = 11 cycles, respectively.

displacement for the first (N = 1) and 11th (N = 11) cycle, comparing the results of the

experiment and the simulations using the two approaches. The initial loading and un-loading

is well reproduced by both simulations. The residual shear stress at the end of the first com-

plete cycle is, however, too large compared to the measured value. Both the results of the

simulations and the results of the experiment show much lower values of shear stress for the

11th cycle compared to the first cycle. In case of the simulations, the reduction of the shear

stress is much more pronounced than for the experiment.

The normal displacement (of the entire soil sample and not of the interface alone) vs. tangential

displacement plots given in Fig. 6.18b and Fig. 6.18d show that the compaction (negative

values of uN indicate reduction in soil volume) of the soil caused by the first cycle is well

reproduced by both interface formulations. The compaction during the first quarter of the

cycle is very well predicted, while the dilatancy during the third quarter is not well captured

by the simulation. In addition, the compaction during the last quarter of the first cycle is

underestimated. The compaction at the 11th cycle is overestimated, however. Larger normal

displacement is predicted by the simulations in comparison to the experiment. During the

11th cycle almost no dilatancy and no accumulation of compaction occurs in the simulations,

which stands in contrast to the curve of the experiment.

The results of the same test simulated using the novel HCA interface model are given in

Fig. 6.19. In analogy to simulations with the continuum HCA model, the first two cycles are

simulated using the hypoplastic interface model and the strain amplitude is calculated based on

the recorded strain path of the second cycle. For the remaining 48 cycles only the mean trend

is predicted by the HCA model. Therefore, the shear stress vs. tangential displacement plot is
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Figure 6.19: Results of the simulation of a cyclic simple interface shear test with constant

normal stiffness using the novel HCA interface formulation in comparison to the measured

values of the experiment. Plot a) displays the normal displacement vs. tangential displacement

curves at N = 1, N = 11 and N = 50 cycles in case of the experiment and continuously for

all load cycles in case of the simulation. Plot b) and plot c) depict the normal stress and

the values of different functions of the HCA model vs. the number of applied cycles. In plot

b) a simulation using only the hypoplastic interface model (HPP) is given in addition to the

simulation with the HCA interface model.

not given for the simulation with the HCA model since the average tangential displacement is

constant (zero in the present case) during the high-cycle phase. Note that the average value

of shear stress reduces during the HCA phase. This tendency is also visible for the experiment

from Fig. 6.18a.

The normal displacement vs. tangential displacement plot given in Fig. 6.19a shows the results

of the experiment at N = 1, N = 11 and N = 50 cycles and the complete results of the simu-

lation. During the HCA phase the normal displacement continuously increases in magnitude

(the soil compacts) from uN ≈ −0.3 mm at N = 2 to uN ≈ −0.55 mm at N = 50. The

final value is in good agreement with the results of the experiment at N = 50. The change of

normal contact stress with the number of applied load cycles given in Fig. 6.19b shows that

the simulation using the HCA model reproduces the results of the experiment very well and

much more satisfactory than the simulation using the hypoplastic interface model alone. Note

that the simulation with the hypoplastic interface model failed to converge for a number of

cycles larger than 10 due to the low stress level reached.

Fig. 6.19c depicts the change of the functions fY , fe and fp of the HCA model with respect

to the number of cycles. The function fampl considering the strain amplitude is not displayed
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since it remains constant during the simulation (the adaptive definition of the strain amplitude

proposed in Section 5.2.2 is not applied). Because the strain amplitude is comparably large

in the present case (εampl ≈ 0.05), fampl ≈ 500 is observed (note that the restriction fampl <

10Campl is not applied). Another test with a much smaller strain amplitude is presented later in

this section. The function fY slightly increases at the beginning of the HCA phase due to the

faster reduction of mean effective stress compared to the reduction of shear stress. For N ≥ 10,

the function stays constant indicating that the two effects outbalance each other. The factor

fe continuously decreases with the number of applied cycles due to the ongoing compaction of

the soil in the interface. Because the parameter Cp is negative for the considered material, the

factor fp decreases with ongoing cyclic loading despite a decrease in mean effective stress of

the interface. For most other soils, Cp is positive leading to an increase of fp with decreasing

mean effective stress.

The change of normal stress vs. the number of cycles for a test with a lower normal stiffness

of K = 200 kPa/mm is given in Fig. 6.20a. Compared to the test with K = 400 kPa/mm, the

normal stress reduces less during the cyclic shearing due to less contraction of the soil in the

interface. The effect of the reduced normal stiffness is correctly represented by the simulation

and the results fit well to the measurements of the experiment. The same comparison but

now for a test with a reduced cyclic tangential displacement amplitude of uampl
T = 0.25 mm
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Figure 6.20: Results of the simulations of cyclic simple interface shear tests with constant

normal stiffness using the novel HCA interface formulation in comparison to the measured

values of the experiment. Plot a) depicts the normal stress vs. the number of applied cycles

for two different values of normal stiffness using a cyclic tangential displacement amplitude of

uampl
T = 0.75 mm. Plot b) shows the same as a) but for two tests with different cyclic tangential

displacement amplitude and a normal stiffness of K = 400 kPa/mm.
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(K = 400 kPa/mm) is displayed in Fig. 6.20b. The strain amplitude in the simulation of this

test is εampl ≈ 0.01 and the function fampl ≈ 100. The lower tangential displacement amplitude

results in less reduction of normal stress with respect to the number of load cycles for both the

simulation and the experiment. In the simulation, however, only the change of normal stress

during the HCA phase is influenced by the reduced tangential displacement amplitude, while

no difference can be identified for the first two cycles where the hypoplastic interface model

is applied. This results in an overestimation of the reduction of normal stress during the first

two cycles compared to the experiment. The trend of normal stress after N = 2 (when the

high-cycle phase starts) is very well reproduced by the simulation with the HCA interface

model.

138



Chapter 7

numgeo: a finite element program for

geomechanical applications

Jan Machaček started the programming of the finite element code numgeo during his PhD at

KIT in Karlsruhe in 2017. The author of this work joined the project at the end of 2018. numgeo

is a stand-alone and general finite element code with strong focus on geomechanics. Apart

from the hydro-mechanically coupled CEL method implemented in Abaqus, all numerical

schemes presented and discussed in the previous chapters are implemented in numgeo. Partly

(e.g. in case of the novel constitutive interface models or the adaptive strain amplitude), an

implementation of the proposed numerical schemes would be impossible using closed-source

software, which highlights the advantages of in-house codes such as numgeo. In addition, most

finite element codes do not offer hydro-mechanically coupled finite elements for the analysis

of dynamic processes. Many researchers working in the field of geotechnics have therefore

extended existing (closed-source) finite element codes by so-called user-defined elements [334,

67, 217, 218] or have proposed work-around solutions [151, 29, 351]. In many cases these

extensions work only sub-optimal due to low performance or have some shortcomings due

to restrictions of extensibility of the main code. Such shortcomings are circumvented with

numgeo.

The most relevant features of numgeo are shown in Fig. 7.1. For further information on the

numgeo project the interested reader is referred to www.numgeo.de and [238]. In addition,

reference is made to the manuals distributed together with numgeo, which contain a list of

available commands, an example manual as well as a material and an element guide. Note that

the input file format, naming conventions and keywords are similar to those used by Abaqus.

Therefore, users who are familiar with Abaqus can easily switch to numgeo. The compiled
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Figure 7.1: Key features of numgeo

program, in which almost all of the numerical schemes developed in the framework of this

thesis are available1, can be downloaded from www.numgeo.de.

This chapter gives insights into the implementation of some of the numerical schemes. In

addition to source-code related subjects, comparisons with the results using the finite element

program Abaqus are given for two benchmark simulations.

7.1 Implementations

numgeo is programmed in modern Fortran. Since Fortran 2003, object-oriented program-

ming is possible, which allows to access globally defined variables at any point of the code

avoiding the excessive use of local input-output variables of subroutines. An example of the

object-oriented programming of the type contact node obj is given in Listing 7.1. This type

carries all information of an individual contact node, e.g. the label of the connected node

connected node and the gap between the two nodes gap. The node object is part of the de-

rived type surface obj, as is defined in line 6 of Listing 7.1. Each surface has a list of nodes,

all carrying the variables of contact node obj. The number of nodes of the surface is not

known a priori, for why it is defined as allocatable array.

1The HCA model for clay and the interface models based on Sanisand and the HCA model for sand are

yet not available in the public version.
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0 type contac t node ob j

1 i n t e g e r ( i k ) : : connected node

2 r e a l ( rk ) , a l l o c a t ab l e , dimension ( : ) : : gap

3 end type contac t node ob j

4

5 type s u r f a c e o b j

6 type ( contac t node ob j ) , a l l o c a t ab l e , dimension ( : ) : : node

7 end type s u r f a c e o b j

Listing 7.1: Example of the object-oriented programming for the contact node type

numgeo uses a mixed MPI-OpenMP parallelisation. In general, every process has its own

memory in case of MPI based parallelisation (distributed-memory processing). This makes the

synchronisation of the different threads necessary. In addition, the complete program is run

in parallel and not only individual parts of the code. In contrast, the memory is shared by all

processes using OpenMP parallelisation (shared-memory processing). Only parts of the code

are run with multiple threads, which are usually local loops with a large number of runs.

OpenMP parallelisation is for instance used by Yade, which is a popular discrete element code

[154].

Many loops in numgeo are parallelised using OpenMP (see [242]). Only one of the utilised

direct-solvers, namely the MUMPS (MUltifrontal Massively Parallel sparse direct Solver) solver

[14], uses a mixed MPI-OpenMP parallelisation. Similar hybrid approaches of mixed paralleli-

sation are for instance used by MOOSE (Multiphysics Object Oriented Simulation Environment)

[289].

In the following, pseudo-codes of the implementations of the proposed numerical schemes are

presented and discussed exemplary. In particular, the multi-threaded computation of the SBM

and EBM contact discretisation techniques as well as the nonlocal smoothing algorithm are

presented.

7.1.1 Parallel computation of mortar segments

A pseudo-code of the implementation of the SBM contact discretisation is given in Listing 7.2.

Having performed the initial contact pairing using the subroutine get contact pairing in line

0, the convective coordinate according to Section 6.4.1 is determined for every node (or inte-

gration point, depending on the algorithm) using the subroutine convective coordinate. The

segmentation as proposed in Section 6.4.2 is performed by the subroutine mortar segmentation,
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which allocates the derived type contact%segment, holding all nseg segments and their in-

formation. Up to this point, the program runs in serial (one thread) since the performed

operations are not time consuming and only a few loops with a low number of runs exist.

0 c a l l g e t c o n t a c t p a i r i n g ( . . . )

1 c a l l c onv e c t i v e c oo rd i na t e ( . . . )

2 c a l l mortar segmentat ion ( contact%segment , . . . )

3

4 ! ✩omp p a r a l l e l

5 ! ✩omp pr i va t e ( i s eg , . . . )

6 ! ✩omp shared ( contact , . . . )

7 ! ✩omp do

8 do i s e g = 1 , s i z e ( contact%segment )

9 c a l l i n t e r po l a t e and i n t e g r a t e s e gmen t ( i s eg , . . . )

10 c a l l s av e s egment va r i ab l e s ( i s eg , . . . )

11 enddo

12 ! ✩omp end do

13 ! ✩omp end p a r a l l e l

14

15 d e a l l o c a t e ( contact%segment )

Listing 7.2: Pseudo-code for the SBM contact discretisation with parallel computation of the

segments

The interpolation and integration of the segments being the most time consuming procedure,

a parallel assembling of the segments using multiple threads is performed (✩omp parallel).

For the parallelisation using OpenMP, variables can either be declared as private variable,

i.e. every thread has its own copy of the variable (line 5 of Listing 7.2), or shared, i.e. only

one global copy of the variable exits (line 6 of Listing 7.2). For the parallel loop over all

segments given in line 8 of Listing 7.2, the local iterator iseg is a private variable. The derived

type contact%segment is shared since every thread writes to it. Every thread operates on a

different segment, securing that no threads write to the same variable. Otherwise, so-called

race conditions, where the solution is affected by the timing, or data races, where one thread

operates on an object while another reads from it, could occur and the code would not be

thread-safe. Of course, different threads are allowed to read the same variable at the same

time.

After the integration of the segments, the contact variables are saved at the surface nodes (line

10). Finally, once the loop over the segments is finished, the derived type contact%segment

is deallocated in line 14, since the number and order of segments can change from iteration to

iteration.
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Especially when using more advanced interface models such as the hypoplastic contact model

proposed in Section 6.10, where the Newton iteration required to calculate the interface strain

is computationally demanding, a considerable speed-up of the contact algorithms using multi-

ple threads is achieved. Depending on the number of contact segments, number of integration

points per segment and utilised number of threads, a nearly linear speed-up with respect to

number of threads is accomplished.

7.1.2 Parallel computation using the EBM contact discretisation

Opposite to the SBM contact discretisation, the loop over the contact nodes of the surface

isurf (derived type contact%surface(isurf)%node) is multi-threaded in case of the EBM

contact discretisation. The pseudo-code is given in Listing 7.3. Because during the initial call

of the subroutines thread-safety is not secured, the number of threads is limited to 1 as is

given in line 0. This is because the node-to-node connectivity has yet not been evaluated. For

all subsequent calls, the contact pairing, the evaluation of the convective coordinate and the

update of the contact stress as defined in Section 6.3 can be performed using multiple threads.

The integration and scattering to the SOE is currently not performed in parallel because it is

much less computationally demanding than the update of the contact contributions.

0 i f ( f i r s t c a l l ) c a l l omp set num threads (1 )

1

2 ! ✩omp p a r a l l e l

3 ! ✩omp pr i va t e ( inode , . . . )

4 ! ✩omp shared ( contact , . . . )

5 ! ✩omp do

6 do inode = 1 , s i z e ( contact%su r f a c e ( i s u r f )%node )

7 c a l l g e t c o n t a c t p a i r i n g ( inode , . . . )

8 c a l l c onve c t i v e c oo rd i na t e ( inode , . . )

9 c a l l upda t e s t r e s s ( inode , . . . )

10 enddo

11 ! ✩omp end do

12 ! ✩omp end p a r a l l e l

13

14 c a l l i n t e g r a t e ( . . . )

Listing 7.3: Pseudo-code for the EBM contact discretisation with parallel computation of the

contact nodes
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7.1.3 Parallel computation of the nonlocal smoothing algorithm

The nonlocal smoothing algorithm introduced in Section 5.2.2 used to smooth the field of the

strain amplitude in a HCA simulation with adaptive strain amplitude is multi-threaded as

well. The outer-loop over all elements nelems considered for the smoothing is performed in

parallel, as is given in Listing 7.4. All local variables in the pseudo-code are private, whereas

the global derived types contact and element are read from and written to by every thread

in a shared manner. Having obtained the coordinates of two different integration points, the

weighting function weight function (e.g. a Gaussian function, see Eq. (5.38)) is called and

the weight alpha obtained. The state variable statev is then multiplied by the weight in line

11. After all elements nelems in the jelem loop have been evaluated, the thread writes the

private value to the shared object element%no(ielem)%ip(jgauss)%statev(statev no), in

which the position ielem in the derived type is only accessed by the current thread.

0 ! ✩omp p a r a l l e l

1 ! ✩omp pr i va t e ( ie lem , igauss , jelem , jgauss , coords i , coords j , s tatev , alpha , . . . )

2 ! ✩omp shared ( contact , element , . . . )

3 ! ✩omp do

4 do ie l em = 1 , nelems

5 do i gau s s = 1 , ngpi

6 c a l l i p c oo rd s ( coords i , ie lem , igauss , . . . )

7 do je lem = 1 , nelems

8 do jgaus s = 1 , ngpj

9 c a l l i p c oo rd s ( coords j , je lem , jgauss , . . . )

10 c a l l we i gh t func t i on ( coords i , coords j , alpha , . . . )

11 s t a t ev = s ta t ev + element%no ( je lem )%ip ( j gaus s )%s ta t ev ( s ta t ev no ) ✯ alpha

12 sum alpha += alpha

13 enddo

14 enddo

15 element%no ( ie l em )%ip ( i g au s s )%s ta t ev ( s ta t ev no ) = s ta t ev / sum alpha

16 enddo

17 enddo

18 ! ✩omp end do

19 ! ✩omp end p a r a l l e l

Listing 7.4: Pseudo-code for the nonlocal smoothing algorithm

The implementation is not limited to the smoothing of the strain amplitude for simulations

with the HCAmodel but allows the smoothing of arbitrary state variables. The implementation

of a nonlocal plasticity model such as proposed in [107, 288, 41, 186, 134, 370] is straightforward

using the implementation given in Listing 7.4.

144



7.1.4 User-defined contact properties

numgeo supports the definition of so-called user-defined subroutines, allowing to customise

parts of the code without having to recompile the source code, and thus enabling using a

pre-compiled binary executable in combination with a code written by the user. For instance,

such user-defined subroutines define user materials, user loads or user contact properties. The

user-defined subroutines are called by the main program during run-time and have to be

pre-compiled.

The user-subroutine for the definition of contact properties is given in Listing 7.5. Note that

the implementation is based on the general framework by [242]. The subroutine is used to

define the properties props of any constitutive interface model and allows to consider a time-

dependency (step time) or a dependency on the coordinate (coords) of the contact node

(node). In addition, an influence of the displacement (disp) of the node and the coordinates

(coords connected) and displacement (disp connected) of the connected node can be taken

into account. Such dependencies are useful if e.g. the wall friction angle depends on the coor-

dinate of the contact node or a reduction in time has to be accounted for.

0 subrout ine u s e r c o n t a c t p r o p e r t i e s ( i s t ep , node , s lave , nprops , i n t e r a c t i on t yp e , &

1 s tep t ime , coords , coords connected , disp , d i sp connected , props ) &

2 bind ( c , name=’ u s e r c o n t a c t p r o p e r t i e s ’ )

3 use , i n t r i n s i c : : i s o c b i n d i n g

4 imp l i c i t none

5 i n t e g e r ( c i n t ) , i n t en t ( in ) : : i s t e p

6 i n t e g e r ( c i n t ) , i n t en t ( in ) : : node

7 l o g i c a l , i n t en t ( in ) : : s l a v e

8 i n t e g e r ( c i n t ) , i n t en t ( in ) : : nprops

9 cha rac t e r ( c char ) , i n t en t ( in ) : : i n t e r a c t i o n t yp e (✯ )

10 r e a l ( c doub le ) , i n t en t ( in ) : : s t ep t ime

11 r e a l ( c doub le ) , dimension (3 ) , i n t en t ( in ) : : coords

12 r e a l ( c doub le ) , dimension (3 ) , i n t en t ( in ) : : coords connected

13 r e a l ( c doub le ) , dimension (3 ) , i n t en t ( in ) : : d i sp

14 r e a l ( c doub le ) , dimension (3 ) , i n t en t ( in ) : : d i sp connec ted

15 r e a l ( c doub le ) , dimension ( nprops ) , i n t en t ( inout ) : : props

16

17 ! u se r coding to d e f i n e the contact p r op e r t i e s props

18 wr i t e (✯ ,✯ ) ’WARNING: u s e r c o n t a c t p r o p e r t i e s i s c a l l e d without user coding ’

19 props ( : ) = 0 .0 d0

20

21 end subrout ine u s e r c o n t a c t p r o p e r t i e s

Listing 7.5: Subroutine for user-defined contact properties
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7.2 Comparison of numgeo with Abaqus

Periodically, depending on the frequency of modifications made to the code, benchmark simu-

lations are performed in order to secure the functionality of numgeo. Two of such benchmark

simulations, which are in particular used to investigate the functionality of the contact algo-

rithms, are presented in the following. The results using numgeo are compared to those using

Abaqus. Only elastic simulations are considered in order to reduce the computational time of

the benchmark simulation.

The results of the simulation of a large-scale interface shear test are shown in Fig. 7.2. The

wall is moved downwards relative to the elastic body. A Coulomb model is used to account

for friction. The identical mesh and type of elements is used for both finite element programs.

Note that the benchmark is performed for different elements (2D/3D, linear and quadratic

interpolation, full and reduced integration) and contact discretisation techniques but only the

linear 2D case with full integration of the finite elements and the SBM contact discretisation

is shown here. The other cases give the same results as presented in the following.

The normal and the shear contact stress histories at one node on the surface of the elastic

body with respect to the displacement of the wall are given in Fig. 7.2a. For both contact
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Figure 7.2: a) Normal and shear contact stress with respect to the displacement of the wall

for the simulations using numgeo and Abaqus, respectively. b) and c) Spatial distribution of

shear stress using numgeo and Abaqus, respectively.
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stress components the results of numgeo and Abaqus coincide. Since no dilatancy is accounted

for by the Coulomb friction model, the shear stress stays constant once fully mobilised. The

spatial distribution of shear stress is given in Fig. 7.2b,c for numgeo and Abaqus, respectively.

Due to the different post-processors, different colour maps are used. Despite the difference in

visualisation, the distributions obtained using the two different finite element programs are in

good accordance.

In order to show the performance of numgeo in three-dimensional contact analyses, the cyclic

loading of a pile in elastic soil using numgeo and Abaqus is investigated. Figure 7.3a shows the

comparison of the normalised pile head displacement (u1/u1,max) obtained from the simulations

using numgeo and Abaqus, respectively. Note that u1,max is identical for the results of both

programs. The results of the finite element programs are in good accordance, even if slightly

larger deviations are observed compared to the interface test. The spatial distribution of

normalised horizontal stress (σ11/σ11,max) and the deformed configuration at the maximum

loading point is given in Fig. 7.3b using numgeo and in Fig. 7.3c using Abaqus. Note again

that σ11,max is identical for the results of both programs. A direct comparison of the spatial

distribution is difficult due to the different post-processors of the programs. Nevertheless, it is
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Figure 7.3: a) Normalised horizontal displacement (u1,max is identical for the results of both

programs) at the pile head with respect to the load history using numgeo and Abaqus, respec-

tively. b) and c) Spatial distribution of normalised horizontal stress (σ11,max is identical for

the results of both programs) at the peak loading using numgeo and Abaqus, respectively.
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visible that the magnitudes and the spatial distribution of the horizontal stress are comparable.

Additional comparisons of numgeo with Abaqus for the simulation of the lateral loading of

piles using the hypoplastic model for the soil are reported by the author in [359]. Compared

to the results displayed in Fig. 7.3, slightly larger differences between the two programs are

observed, which are, however, judged to be within an acceptable range.

Note that numgeo has been benchmarked by a far larger number of BVPs than presented here.

In particular, the results of simulations of monopile foundations for OWTs subjected to a large

number of load cycles using the HCA model have been compared with the results obtained

using Abaqus. The differences in the decisive output variables were in maximum 5 %.
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Chapter 8

Application of the numerical tools and

investigation of the influence of the

pile installation on the response to

subsequent loading

The numerical schemes developed in the Chapters 4 - 6 and implemented in numgeo are

validated and employed for the simulation of pile installation and high-cyclic loading of piles

in this chapter.

The proposed constitutive interface models presented in Section 6.10 are applied to the anal-

ysis of large-scale cyclic interface shear tests in Section 8.1. Simulations of vibratory pile

driving experiments in water-saturated sand using the developed element formulations, con-

tact discretisation techniques and the hydro-mechanically coupled CEL method are presented

in Section 8.2.

Following the validation of the numerical methods for the simulation of the pile installation

process, the influence of the installation on the response of piles to subsequent lateral (cyclic)

loading is investigated in Section 8.3. The back-analysis of small-scale model tests on monopiles

in sand subjected to up to 10,000 lateral load cycles using the HCA model is presented in

Section 8.3.1. The long-term behaviour under cyclic lateral loading of vibratory driven piles

in comparison to impact driven piles in dense sand is investigated in Section 8.3.2.

The application of the adaptive strain amplitude proposed in Section 5.2 to the simulation

of the long-term behaviour of monopile foundations in soils with low hydraulic conductivity
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is covered in Section 8.4. The HCA model for clay is validated based on the back-analysis

of centrifuge tests on laterally loaded monopiles in Section 8.5. A parametric study on the

long-term response of monopile foundations in clay is presented in Section 8.6. Finally, the

effects of the installation process on the long-term deformations of monopile foundations in

clay are investigated in Section 8.7.

8.1 Large-scale interface shear tests

The large-scale interface shear test set-up was originally developed by Rebstock [312] at the

Institute of Soil Mechanics and Rock Mechanics at KIT, Karlsruhe. It has later been improved

by Vogelsang [391, 393] and has been used to study the interface behaviour of soil for complex

geometrical conditions and varying values of surface roughness.

8.1.1 Experimental set-up and numerical model

The dimensions of the test set-up are schematically shown in Fig. 8.1a. Dry sand has been

pluviated in layers into the steel-framed box. The box is 1.2 m wide, 0.5 m deep and 2 m

high. The wall on the right-hand side is made of four segments that can be shifted up- or

downwards with a hydraulic drive. The resulting forces were measured with load cells attached

to the segments in vertical and horizontal direction. Each segment has a width of 0.5 m and a

height of 0.6 m. The second segment from below is sanded, thus its surface can be assumed as

perfectly rough with κ ≈ 1. The other three segments are made of stainless steel and have a

smooth surface with a roughness of κ ≈ 0.35 [393]. The imposed movement of the wall for the

test considered for the numerical analysis is supplied in Fig. 8.1a. A cyclic displacement-time

history with a 3 mm downwards phase followed by 1 mm upwards movement was used. The

monotonic tests performed by Vogelsang are not considered here since the initial phase of the

cyclic test is equivalent to the monotonic path and the results are therefore to some extent

redundant. The considered test had an initial height of the sand volume of 1.56 m and a

relative density of Dr0 = 70 %. The segment at the bottom of the box overlapped the lower

boundary of the sand volume by 9 cm at the start of the test.

Throughout the experiments performed by Vogelsang the so-called ”Karlsruhe Sand”, which is

a medium coarse sand, has been used. The index parameters are supplied in Table 8.1. During

the last decades, different sands have been referred to as ”Karlsruhe Sand”, which can differ
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Figure 8.1: a) Large-scale interface test set-up (modified from [393]) with dimensions, photos

of the surfaces of the different wall segments and imposed displacement-time history of the

wall. b) Finite-element model adopted for the numerical analysis of the test.

significantly in their grain sizes and shapes. An extensive experimental study and description

of the ”Karlsruhe Sand” used in the experiments considered here is given in [391].

Parameter Quantity Unit

Grain density ρ̄s 2.65 [g/cm3]

Median grain size d50 0.55 [mm]

Coefficient of uniformity CU 1.5 [-]

Maximum void ratio emax 0.857 [-]

Minimum void ratio emin 0.555 [-]

Critical friction angle φc 33.1 [◦]

Table 8.1: Index parameters of ”Karlsruhe Sand”

A 3D model with linearly interpolated and reduced integrated elements is used, which is

displayed in Fig. 8.1b. The side wall is considered in the model in order to take into account the
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friction at the soil-structure interface. The symmetry of the test is utilised such that only a soil

volume of 0.25×1.2×1.56 m is modelled. Vertical and horizontal displacement constraints are

introduced at the bottom of the soil. The reason for constraining the horizontal displacement

is the comparably rough surface of the bottom surface of the container. In accordance with the

preliminary numerical analysis performed by Vogelsang using a simple Coulomb friction model

[393], the pluviation of the soil is taken into account by incrementally increasing the gravity

acting on the soil mass. The initial value of gravity g = 2 m/s2 is increased by increments of

2 m/s2 until g = 10 m/s2 is reached. Discussion on the importance of incrementally increasing

the gravity in order to correctly model the initial stress state can be found in [392, 393,

366]. The modelling of the pluviation process leads to lower final vertical and horizontal

stresses because of the shear stresses developing at the sides of the container (arching effect).

A geometrically non-linear calculation (updated Lagrangian) is performed. The Zaremba-

Jaumann stress rate is used in order to ensure an objective stress rate. For the constitutive

modelling of the interface either the hypoplastic model with intergranular strain extension,

the Sanisand model or the Coulomb friction is used. The hypoplastic model is used for the

continuum independently of the applied interface model. The novel formulation of the interface

element according to Section 6.10.2 is used. Both normal stress components (σp1 and σp2) are

extrapolated from the continuum to the interface element. In addition, a simulation with the

approach by Stutz et al. [367] is performed.

The constitutive parameters of the hypoplastic and the Sanisand model have been calibrated

based on numerous oedometric compression, monotonic and cyclic triaxial tests on ”Karlsruhe

Sand” reported in [240]. Tests with low effective stress level have been used in order to best

represent the conditions in the model tests. The parameters of the hypoplastic model are

given in Table 8.2 and those for Sanisand in Table 8.3. If not stated otherwise, the shear band

thickness is assumed to be ds = 6 mm, which is ≈ 11 · d50 . This high value is chosen because

the rough segment has a roughness of κ = 1, resulting in a very broad shear band. The initial

lateral earth pressure coefficient for both directions prior to the incremental increase of gravity

is assumed to beK0 = 0.5. Friction at the smooth segments as well as the side wall is considered

using the Coulomb friction model with a friction coefficient of µ = tan(δ) = 0.25 (κ ≈ 0.35)

and a tangential stiffness of 6000 kN/m. In accordance with the observation that smooth

surfaces can be adequately modelled using the Coulomb friction model (see Section 6.10),

preliminary analyses using the sophisticated interface models also for the smooth segments

and the side walls gave similar results as simulations using the Coulomb model. In addition,

only 20 % of the total shear force of the moving wall originates from the smooth segments while

80 % is mobilized at the rough segment [393]. Therefore, due to the improved computational
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performance, the Coulomb model is applied for the smooth surfaces.

φc ei0 ec0 ed0 hs n α β mR mT R βR χ

33.1◦ 0.979 0.851 0.549 19 GPa 0.285 0.1 0.32 2.4 1.2 5 · 10−5 0.08 7

Table 8.2: Parameters of the hypoplastic model with intergranular strain extension for ”Karl-

sruhe Sand” [240]

pa e0 λc ξ Mc c m G0

100 kPa 1.1 0.25 0.35 1.3 0.88 0.05 70

ν h0 ch nb A0 nd zmax cz

0.05 8 0.35 1.3 0.8 0.8 60 2000

Table 8.3: Parameters of the Sanisand model for ”Karlsruhe Sand” [240]

To the author’s best knowledge only very few of the advanced constitutive interface models

proposed in the literature have been applied to complex BVPs with cyclic shearing such

as the large-scale interface tests considered here. Examples for the application of advanced

constitutive interface models to more complex BVPs can be found in [231, 324]. The rare

application to complex BVPs is believed to be due to the inferior convergence rate faced when

introducing strongly non-linear interface models in implicit calculations. These problems are

to some extent circumvented in the numerical implementations used in the present work, since

a consistent Jacobian is secured by the numerical differentiation scheme introduced in Section

6.7. It is worth noting that simulations of the large-scale interface tests using an analytically

derived Jacobian of the contact contributions did not converge.

8.1.2 Results of the simulations

The results of the experiments and the simulations are evaluated in terms of (spatially) average

shear and normal stress (positive values indicate compression in this and all forthcoming sec-

tions) measured at the rough segment. During the test, the forces acting normal and tangential

to this segment were measured. Based on these forces, the average stress of the segment was

calculated. The results of the tests and those of the simulations using the hypoplastic model
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Figure 8.2: Average shear stress and normal stress of the rough segment vs. displacement of

the wall for the values measured in the experiment and the simulations using the proposed

hypoplastic interface model (novel) and the approach by Stutz et al. [367], respectively

for the interface as well as for the continuum are given in Fig. 8.2. Predictions by both the

novel interface approach and the approach by Stutz et al. [367] are given. Two cyclic move-

ment phases are studied. A positive value of wall displacement indicates downwards directed

movement. Both simulations capture the slightly negative shear stress prior to the wall move-

ment caused by the soil assembling process well. Likewise, the initial normal stress is in good

accordance with the measurements of the experiment. Both the shear and the normal stress

increase when the wall starts to move downwards, which is well predicted by both simula-

tions qualitatively and quantitatively. The values reached at a wall movement of 3 mm are

in good agreement with the measurements of the test. The approach by Stutz et al. [367]

results in an earlier and lower peak of the shear stress reached before 3 mm wall displacement.

When the wall movement is reversed, both the shear and the normal stress reduce. In case

of the normal stress, both simulations capture the rapid reduction at the initial stage of the

reversed movement but show much higher values compared to the measurements for larger

wall displacement. Since the simulation using the approach by Stutz et al. [367] starts with

a lower value of normal stress at the point of reversal, the minimum value reached at a wall

displacement of 2 mm is also lower, fitting better to the experiment compared to the novel

approach. Due to this overestimation of the normal stress by both simulations, the reduction

in shear stress after reversal is in turn overestimated, since the yielding shear stress is in mag-

nitude much higher compared to the experiment. The minimum shear stress reached during

the upwards movement in the experiment is much higher due to the lower normal stress.
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Similar observations are made for the second cycle. In terms of normal stress the discrepancies

between the measurements and the results of the simulations increase for both the downwards

and the upwards movement phase. For both wall movement phases the increase respectively

decrease in normal stress is too small in the simulations compared to the measurements.

Compared to the novel approach, the approach by Stutz et al. [367] shows much lower values

of shear and normal stress during the second cycle, resulting in a worse accordance with the

measured values. In addition, the continuous increase in both stress components during the

downwards movement in the second cycle is not reflected. Overall, the novel approach leads

to higher maximum shear stress, in particular for the second cycle. This is reasonable, since

the vertical stress of the continuum is taken into account by the novel approach. Since the

vertical stress is larger than the horizontal stress components, higher mean stresses act in the

interface resulting in a higher shear resistance. This is also visible from Fig. 8.3, which depicts

the development of the normal stress components in an interface point at the lower half of the

rough segment for the two approaches. The component σp1 corresponds to the horizontal stress

component tangentially to the interface zone while σp2 is acting in vertical direction (in this

particular case the orientations of the normal stress components in the interface are identical

to the global coordinate axes). Much larger values of σp1 and σp2 develop during the wall

movement using the novel approach. Especially the vertical stress (σp2) increases significantly,

which can be explained by an impaction of soil (i.e. a zone of stress concentration) between

the rough segment and the bottom of the container during the downwards movement. This is

visible from the spatial distribution of vertical stress given in Fig. 8.6, which is discussed in

more detail later. Such influences resulting from the geometry and boundary conditions of the
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Figure 8.3: Development of the normal stress components in an interface point at the lower

half of the rough segment for the approach by Stutz et al. [367] and the novel approach using

the hypoplastic interface formulation
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BVP are only indirectly considered by the approach of Stutz et al. [367]. The horizontal stress

component (σp1) obtained with the novel approach, however, does not differ as significantly as

the component σp2 from the values obtained using the approach by Stutz et al. [367]. When

the wall moves upwards, values lower than the initial state are observed. Slightly lower values

are obtained for the approach by Stutz et al. [367] at maximum upwards movement, which

explains the slightly lower absolute values of shear stress observed in Fig. 8.2. Figure 8.3

demonstrates that the normal stress components in the interface zone diverge considerably

during shearing and the assumption of σp1 = σp2 is not valid for this BVP.

The corresponding simulation using the Coulomb friction model for the rough segment is

presented in Fig. 8.4. The normal and tangential stresses prior to the movement of the wall are

again in good accordance with the measured values. Both the shear and normal stress increase

less in the initial wall displacement phase compared to the simulation using the hypoplastic

interface models. The maximum shear and normal stresses measured at a wall displacement

of 3 mm in the experiment are both underestimated by the simulation. No sliding of the

soil at the rough segment is encountered, which is visible by the steady increase in shear

stress without approaching a constant maximum value. When the wall moves upwards again,

both the shear and the normal stress reduce with almost the same inclination in the stress-

displacement diagram as during the downwards movement. This is in contrast to the measured

stress-displacement histories, which show a much stronger reduction in stress during the first

≈ 0.2 mm of upwards movement. The reduction in the normal stress during this phase is

strongly underestimated by the simulation using the Coulomb interface model. The simulations

using the hypoplastic models show a much better accordance with the experimental results,

capturing the strong initial reduction in normal stress.

The results demonstrate the large influence of the constitutive interface model on the simula-

tion results. Despite using the hypoplastic model for the continuum, the simulation using the

Coulomb friction model is not capable to capture many aspects of the interface behaviour.

The proposed hypoplastic interface model is able to predict the changes in the inclinations of

the stress-displacement curves at reversals of the wall displacement direction as well as the

significant increase in normal stress with downwards wall movement.

The shear band thickness is a parameter of the interface model which adds a considerable un-

certainty due to its wide range of possible values (see Section 6.10.3). Therefore, a comparison

for values of the shear band thickness of ds = 6 mm and ds = 4 mm ≈ 7 · d50 is provided in

Fig. 8.5. The hypoplastic model is used for the interface as well as for the continuum. Only the

novel interface formulation is used. For the first phase of the wall movement both simulations
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Figure 8.4: Comparison of the experimental results with a simulation using a Coulomb interface

model

show a comparable change in shear and normal stress. A slightly faster mobilisation of stress

is observed for ds = 4 mm due to the higher shear strain in the interface element for the same

wall movement. Furthermore, a slightly stronger reduction in normal stress during the first

upwards phase is observed for ds = 4 mm, which is in better accordance with the experimental

values compared to the simulation using ds = 6 mm. In the subsequent downwards movement

of the wall, the simulation using ds = 4 mm results in a lower magnitude of maximum shear

stress compared to the simulation with ds = 6 mm. The simulation with ds = 6 mm shows

larger amplitudes of shear stress compared to the simulation with ds = 4 mm. This difference
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Figure 8.5: Average shear stress and normal stress of the rough segment vs. displacement of

the wall for the values measured in the experiment and the simulations using the proposed

hypoplastic interface model comparing two different values of shear band thickness ds

157



seems to increase with ongoing cyclic wall movement since the differences in the shear stress

amplitude are larger for the second cycle compared to the first one. It can be noted that

the influence of the shear band thickness is low for the first cycle but seems to increase with

ongoing cyclic loading.

The spatial distributions of the (continuum) shear stress component σ31, of the horizontal

stress σ11 and of the vertical stress σ33 are provided in Fig. 8.6 at the time of the maximum

downwards movement of the wall in the first cycle. The hypoplastic model is applied for the

contact and the continuum. Only the novel interface formulation is used. The rough segment

is easily identifiable by the large shear stress acting in the soil adjacent to it. Merely small

values are observed for the soil adjacent to the smooth segments. At the same wall movement,

the horizontal and vertical stresses are also significantly increased in the vicinity of the rough

segment. The horizontal stress acting close to the smooth segment below the rough segment is

noticeably reduced due to the wall displacement. From the field of vertical stress, a zone in the

shape of a triangle with high values of stress is visible (impacted soil zone). This has already

been mentioned previously and is, since the vertical stress enters the interface formulation, one

of the reasons why the novel interface formulation predicts higher shear stresses at the rough
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Figure 8.6: Spatial distribution of shear stress σ31, horizontal stress σ11 and vertical stress

σ33 at the time of maximum downwards movement of the wall in the first cycle using the

hypoplastic model for both the interface and the continuum
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segment during the downwards movement of the wall compared to the approach by Stutz et

al. [367].

In another comparison, the Sanisand interface model proposed in Section 6.10.6 is applied.

Note that the hypoplastic model is used for the continuum nevertheless. Simulations using

Sanisand for both the interface and the continuum give similar results but the convergence

using the Sanisand model for the continuum is worse compared to the application of the

hypoplastic continuum model. Using the Sanisand interface model both the shear and the

normal stress at the downwards movement phases of the wall are better captured than using

the hypoplastic interface model as is visible from Fig. 8.7. During the upwards movement,

however, the normal stress is overestimated in comparison to the values measured in the

experiment as well.

The comparisons of the simulations with the results of the model tests show that the constitu-

tive interface model is of great importance for the mechanical response of rough soil-structure

interfaces. In particular, the stress development in the interface due to the cyclic movement of

the wall cannot be adequately captured using a Coulomb friction model. The novel interface

models proposed in this work are found to deliver a better reproduction of the measurements

than the approach by Stutz et al. [367], highlighting the importance of the stress conditions

in the interface element. However, independent of the employed interface formulation, the

reduction of the normal stress at the rough segment at wall movement reversal is not well

predicted by the numerical simulations. Since considerable shear strains are developing in the

continuum during the wall movement, it would be interesting to study if a micro-polar contin-
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Figure 8.7: Comparison of the experimental results with a simulation using the hypoplastic

and the Sanisand interface model in the framework of the novel interface formulation
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uum formulation of the hypoplastic model (see e.g. [379, 38]) gives different results than the

standard formulation employed herein.

8.1.3 Computational performance

Table 8.4 gives the total number of iterations, the total time to finish the calculation and

the total time spent in the contact routines for the simulations of the large-scale interface

shear test using the different interface models and formulations. Unsurprisingly, the Coulomb

friction requires the fewest number of iterations and results in the shortest calculation time.

The time spent in the contact routines is only 10 % of the total time of the simulation. For

the novel hypoplastic interface formulation more iterations and much more time is required.

The ratio of time spent in the contact routines to total time increases to 30 %. An even worse

computational performance is observed using the novel interface formulation in combination

with the Sanisand model, even though slightly less iterations are required. Approximately 40

% more time is spent in the contact routines compared to the hypoplastic interface model.

These differences are not due to the formulation as interface models but result from the

general formulation and implementation of the (continuum) constitutive models underlying

the interface formulation. The implementation of the hypoplastic continuum model employs

an adaptive sub-increment scheme with error control whereas for the Sanisand model an

explicit sub-stepping scheme is used (see Appendix A for details on the implementation of the

constitutive continuum models).

Simulation No. of iterations Total time [s] Time contact [s]

Coulomb friction 2600 5969 618

Novel hypoplastic interface 2950 8540 2524

Novel Sanisand interface 2710 9343 3459

Hypoplastic interface by Stutz et al. 2730 8504 2463

Table 8.4: Number of (global) iterations, total (physical) time and (physical) time spent in

the contact routines for the different interface models and formulations. The contact routines,

element loop and the solver are all run with four native cores (one Intel➤Core➋ i9 9900K

processor with four cores run with the base-frequency of 3.6 GHz without utilising Hyper-

threading is used).
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Compared to the novel hypoplastic interface formulation the approach by Stutz et al. [367]

shows a slightly better numerical performance. This is because no extrapolation of stresses

from the continuum is required. In addition, fewer global iterations are required, which can

be explained by the lower values of shear stress developing at the rough segment, leading to

less changes in strains and stresses in the continuum and the interface.

8.2 Vibratory pile driving in water-saturated sand: Back-

analysis of model tests

The following investigations are made with reference to the simulation of vibratory pile driving

model tests in water-saturated sand:

❼ Investigation of the influence of relative acceleration using the u-p and u-p-U element

formulation (Section 8.2.2).

❼ Comparison of the two developed contact discretisation techniques (EBM and SBM

methods) as well as a comparison of the Coulomb friction model with the proposed

hypoplastic and Sanisand interface models in Section 8.2.3.

❼ Lastly, the hydro-mechanically coupled CEL method is compared to simulations using

Lagrangian elements in Section 8.2.4.

Note that in addition to the investigations listed above, the influence of the constitutive soil

model (using the hypoplastic model with intergranular strain, Sanisand and the hypoplastic

model with intergranular strain anisotropy (ISA) [128, 294]) has been studied in [240, 237]

for the vibratory pile driving model tests considered. From this study it was concluded that

all three constitutive models can reproduce the most important aspects of the vibratory pile

driving process. Therefore, only the hypoplastic model with intergranular strain is applied for

the constitutive modelling of the continuum in this section.

The simulations are also performed using an iterative solver instead of the direct MUMPS solver

[14] used for all other simulations in this section. The results using an iterative solver are

discussed in Appendix C.1. Only when using a multilevel incomplete LU factorization (MILU)

pre-conditioner with a very low drop-tolerance of the lower and upper triangular matrix nu-

merical stable results can be achieved using an iterative solver. Since the computational effort

increases significantly with decreasing drop-tolerance, the direct solver is found to be superior

to the iterative solver.
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8.2.1 Vibratory pile driving model tests

The small-scale model tests used for the back-analysis were performed by Vogelsang and are

documented in [392, 394, 393]. A schematic sketch and a picture of the half-axisymmetric test

device is displayed in Fig. 8.8. The vibrator was realised as a pair of unbalances mounted on

top of the pile. A load cell was placed between the vibrator and the pile. Two pore pressure

transducers (PPT A and PPT B, see Fig. 8.8) were installed at the front window. In analogy

to the large-scale interface tests discussed in the previous section, ”Karlsruhe Sand” has been

used, which was pluviated into deaerated water and further densified through hammer blows

against the container. The final relative density was 71 % which corresponds to a porosity of

n = 0.39 and a total density of ρtot = 2.02 g/cm3. The index properties of ”Karlsruhe Sand”

are given in Table 8.1 in the previous section.

A closed-profile pile with a 60◦ pointed tip and a radius of 16.5 mm (dPile = 33 mm) was used

in the experiments. The closed-profile was preferred over an open-profile in order to be able

to simulate the experiments without mesh distortion using a fully Lagrangian analysis. The

aluminium pile had a smooth surface and a wall friction angle of approximately δ ≈ 1/3φc =

11◦, with φc being the critical friction angle of the sand. This results in a surface roughness

of κ = tan(δ)/ tan(φc) = 0.3.

Prior to driving, the pile was pushed into the sand up to a depth of approximately 15 cm.

During driving, the vibrator was free to move in vertical direction and its self-weight of 6.594 kg

was completely carried by the pile. A guiding allowed movement of the pile in vertical direction

only. The combined mass of the pile, the load cell and the vibrator was 7.881 kg.

Additional experiments with pile installation in a full cylindrical container have shown results

very close to those obtained with the set-up shown in Fig. 8.8 as reported in [393]. Thus, the

model test can be treated as an axisymmetric problem in the numerical simulations.

The mesh adopted for the Lagrangian simulations including boundary conditions and dimen-

sions is given in Fig. 8.8c. A full axisymmetric model is used. The forces and masses are scaled

to fit to the half-axisymmetric experimental set-up. The so-called zipper-method is used to

avoid mesh distortion when the pile penetrates into the soil. This technique is established for

axisymmetric penetration problems [45, 165]. Using this approach, the boundary of the soil

in the symmetry axis below the pile tip is not constrained by Dirichlet boundary conditions

in horizontal direction but by a contact constraint with a thin vertical extension of the pile

directly in the symmetry axis (see red line in Fig. 8.8). When the pile penetrates into the soil

this allows the elements below the tip to be pushed to the side by the pile which would not
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Figure 8.8: a) Schematic drawing of the front of the test device. b) Photo of the device (based

on [392, 394]). c) Finite element model for the Lagrangian simulation. The red line in Fig. c)

indicates the extension of the pile used for the zipper-method.

be possible if they would be constrained by a Dirichlet boundary condition.

The load cell is replaced by a spring with identical stiffness. The unbalances on top are idealised

as a mass point. The driving force of the vibrator is applied on this mass point and transferred

by the spring to the top of the pile. Using a vibratory frequency of 25 Hz, the amplitude of

dynamic force F ampl is 0.225 kN. The dynamic force exerted by the vibrator over time and

the corresponding frequency are given in Fig. 8.9. Note that since the unbalances required a

specific time to reach the desired frequency in the experiments, a linear increase in the force

amplitude is assumed for the first 0.05 s.

A geometrically non-linear calculation is performed and the Zaremba-Jaumann stress rate

(see Eq. (3.29)) is used. The EBM contact discretisation technique with 3 integration points

per element edge is used for the investigation of the influence of relative acceleration in the

subsequent section. The Coulomb friction model with a friction coefficient of µ = tan(δ) = 0.19

is used. Note that the bulk modulus of the pore water is assumed to be K̄w = 2.2 GPa for the

simulations presented in the next section. For the initial porosity of the considered test the

hydraulic conductivity of ”Karlsruhe Sand” is kw = 1.1 · 10−3 m/s.

The Hilber-Hughes-Taylor (HHT) time integration scheme (see Section 4.3) with a damping pa-

rameter α = 0.05 is used during the dynamic step. A constant time increment of ∆t = 0.001 s

is set.
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Figure 8.9: Vibratory driving force F ampl and frequency over time

8.2.2 Comparison of different hydro-mechanically coupled finite el-

ement formulations and influence of relative acceleration

In order to verify the conclusions drawn on the influence of relative acceleration in Section 4.4

for a complex BVP, the vibratory pile driving model tests are simulated with two different finite

element formulations in this section. As has been outlined in Chapter 4, the u-p finite element

formulation assumes the relative acceleration to be negligible. The validity of this assumption

depends on the wave frequency and the hydraulic conductivity of the soil, which has been

discussed in detail in Section 4.4,. Since vibratory pile driving involves high frequencies and

the ”Karlsruhe Sand” used in the vibratory pile driving model tests has a relatively large

hydraulic conductivity of kw > 10−3 m/s, the relative acceleration might have a large influence

on the numerical solution. Therefore, the u-p-U element formulation derived in Section 4.2 is

applied in addition to the u-p formulation. A comparison of the results using the two different

element formulations allows to quantify the influence of the relative acceleration and hence

the applicability of the u-p formulation.

Note that the results presented in the following have partly been already published by the

author in [349, 348]. However, the simulations reported in these papers have been performed

using Abaqus in conjunction with user-defined finite element implementations of the u-p, u-U

and u-p-U formulations. The shortcomings of these simulations (e.g. only frictionless contact

due to inability to distinguish between total and effective normal contact stress, see [349,

348]) are not faced in the simulations presented in the following using numgeo. The water

displacement DOFs of the u-p-U elements are constrained with the solid displacement using

a multi-point constraint based on the penalty technique in order to secure consistency with
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the simulation using u-p elements. The fluid-phase contact introduced in Section 6.9 is not

applied.

For the evaluation of the pile penetration the normalised pile displacement ũy is used, which

is defined by

ũy =
uy
dPile

. (8.1)

In Eq. (8.1), uy is the vertical displacement of the pile and dPile is the pile diameter.

The normalised pile displacement vs. time of vibration is depicted in Fig. 8.10a for the ex-

periment and the simulations using the u-p and u-p-U elements, respectively. In Fig. 8.10b

and Fig. 8.10c the regime of the model tests is marked in the diagrams used to quantify the

influence of relative acceleration. Fig. 8.10b shows the novel diagram proposed in Section 4.4.5,

which allows to express the influence of relative acceleration solely in terms of highest wave

frequency and hydraulic conductivity. The diagram suggests that the relative acceleration is

negligible for the given specifications and the application of the u-p formulation is justified.

Likewise, the diagram by Zienkiewicz et al. [450] given in Fig. 8.10b indicates that the rel-

ative acceleration can be neglected for the present BVP. A characteristic length of 0.5 m is

assumed for the evaluation of the factors required for the diagram by Zienkiewicz et al., which

is approximately the distance of the pile tip to the bottom of the soil container.

In accordance with the evaluation of the influence of relative acceleration based on the dia-

grams, the pile penetration rate is similar for the simulations using the two element formu-

lations as can be seen from Fig. 8.10a. The u-p-U element formulation tends to predict a

slightly faster penetration rate compared to the u-p elements, however. As has been outlined

in Section 4.4.5, the differences between simulations with and without incorporation of relative

acceleration increase with every wave passing. A similar effect is observed for the simulations

of the vibratory pile driving process. However, despite the application of approximately 100

cycles of the rotating unbalances, the differences between the two element formulations remain

comparably modest. Besides the finding that the influence of relative acceleration is nearly

negligible for the predicted pile penetration, an acceptable agreement of the results of the

simulations with the measured pile penetration is observed.

Figure 8.11 displays the pore water pressure measured in PPT A (see Fig. 8.8) for the values

measured in the experiment and the simulations using the u-p and u-p-U element formulation,

respectively. PPT A is passed by the pile tip at approximately 0.8 s of driving. At this time

the oscillations in the pore water pressure reach their maximum for the experiment as well as

for the two simulations. Both simulations predict the amplitude of pore water pressure well
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Figure 8.10: a) Normalised pile displacement with respect to time of vibration for the values

measured in the experiment and the simulations using the u-p and u-p-U element formulation,

respectively. b) Regime of the model tests marked in the diagram quantifying the influence

of relative acceleration neglected by the u-p element formulation proposed in Section 4.4.5.

c) Regime of the model tests marked in the diagram quantifying the influence of relative

acceleration by Zienkiewicz et al. [450].

at this time of vibration. A doubling of frequency is observed in the curves of the pore water

pressure for both simulations. A smaller amplitude in every second cycle is predicted which is

not in accordance with the results of the experiment. This is also shown in more detail later

in Fig. 8.22.

The amplitudes after passing of the transducer are too small for both simulations compared

to the measured values. In accordance with the observations made based on the diagrams

in Fig. 8.10b,c as well as with the pile penetration in Fig. 8.10a, the differences in the pore

water pressure between the finite element formulations is not large. Interestingly, the most

noticeably deviation between the formulations is observed for the aforementioned irregularity

in the pore water pressure amplitudes. A shift of these irregular amplitudes between the two

element formulations occurs.

It is concluded that the influence of relative acceleration on the decisive variables (pile pen-

etration and pore water pressure) is small for the vibratory pile driving simulations, and the

assumption of identical accelerations made by the u-p formulation is found to be valid. In ad-

dition, the threshold curve established by the proposed semi-analytical approach is confirmed.

Overall, it may be concluded that the u-p element formulation is suitable for the simulation of

vibratory pile driving in water-saturated soil, even if the hydraulic conductivity of the soil is
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Figure 8.11: Pore water pressure in PPT A (see Fig. 8.8) for the measured values of the

experiment and the results of the simulations using the u-p and u-p-U element formulation,

respectively

comparably high. The computational much more demanding u-p-U element formulation (the

u-p element formulation requires approximately half the time to complete the simulation) is

not required in terms of consideration of the relative acceleration. In addition to the supe-

rior computational performance due to the reduced number of DOFs, the definition of the

boundary condition is less complex using the u-p element formulation.

To compare the numerical effectiveness of the different hydro-mechanically coupled finite el-

ement formulations from a quantifiable perspective, the stiffness matrices and their corre-

sponding condition numbers are evaluated. As has already been mentioned in Section 4.3, the

condition number is a measure for the accuracy with which an inverse of a matrix can be cal-

culated. Large values of the condition number indicate a loss of accuracy and hence possibly

a poor numerical performance.

The stiffness matrices of an element in the centre of the numerical model are depicted in Fig.

8.12, ordered with respect to the DOFs. In addition to the u-p and u-p-U element formulations,

the stiffness matrix using the u-U element formulation is given as well. The results in terms of

pile penetration and pore water pressure of simulations using the u-U element formulation can

be found in [349, 348]. They are similar to the results of the u-p and u-p-U element formulation

but diverging values of pore water pressure at the integration points are predicted, caused by

volumetric locking effects as is explained in Chapter 4.

The main observations obtained by the visualisation of the stiffness matrices can be sum-

marised as follows:
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Figure 8.12: Stiffness matrices for one element during vibratory pile driving located in the

model centre. Note that the matrices are ordered by DOFs, meaning that columns 1:16 are with

respect to the solid displacement, columns 17:32 are with respect to the water displacement

(u-U), columns 17:20 are with respect to the pore pressure (u-p and u-p-U), and columns

21:36 are with respect to the water displacement (u-p-U).

❼ The magnitudes of the entries of the u-U formulation are considerably larger than those

of the u-p and u-p-U formulations. The latter two have the same magnitude ranges.

❼ The entries corresponding to the pore pressure are considerably smaller than those of

the displacement (in the case of the u-p and u-p-U formulations), which strongly affects

the conditioning.

❼ None of the matrices is symmetric, but compared to the u-p and u-p-U formulations,

the u-U formulation yields a nearly-symmetric matrix.

The definition [452]

c = ∥A∥ ∥A−1∥ (8.2)

is used to determine the condition number c of the stiffness matrix A. The condition numbers

of the stiffness matrices for the different formulations are presented in Table 8.5. The condition

number is large in all cases, meaning that the stiffness matrices A are poorly conditioned. If,

in the case of the u-p formulation, only the part of the stiffness matrix containing the entries

corresponding to the solid phase is considered, the condition number is approximately 2000,

indicating considerably superior conditioning. The condition numbers of the matrices derived

from the u-p and u-p-U formulations significantly exceed the condition number of the u-U

formulation. Therefore, the u-U formulation gives a stiffness matrix for which it is easier to

calculate an inverse.
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Formulation Condition number c [-]

u-U 32 ·105

u-p 46 ·109

u-p-U 48 ·109

Table 8.5: Condition number c for different finite element formulations obtained by the matrices

provided in Fig. 8.12

8.2.3 Influence of the contact discretisation technique and the in-

terface model

The simulations presented in the previous section are repeated using the segment-based mortar

(SBM) contact discretisation technique in conjunction with the u-p element formulation. If not

stated otherwise, the SBM contact discretisation technique is used with 5 integration points

per segment and the EBM method with 3 integration points per element edge. Additional

simulations using the EBM method with 5 integration points are performed as well.

In addition to simulations using the Coulomb friction model, the proposed hypoplastic and

Sanisand interface models are applied in this section. The surface roughness is set to κ = 0.3

and the interface thickness is estimated to be ds ≈ 10 · d50 = 5 mm.

The Kozeny/Carman equation [197, 60] is used to account for the influence of the porosity

n on the hydraulic conductivity for the simulations presented in this section. The required

parameters have been derived experimentally by Vogelsang and are given in [394, 240]. The

spatial distribution of the hydraulic conductivity during the pile driving process is given in

Appendix C.2. Due to the loosening of the soil close to the pile, considerably larger values of

hydraulic conductivity are obtained in the vicinity of the pile compared to the initial values.

However, lower values are obtained in greater distance to the pile. The consideration of the

change in hydraulic conductivity due to a change in porosity leads to higher pile penetration

rates compared to constant values, which is also demonstrated in Appendix C.2.

The normalised pile displacement ũy vs. time of vibration for the simulations using the two

mortar techniques and the different interface models is given in Fig. 8.13. Note that for the

experiment only the mean trend of pile penetration is depicted. Given the complexity of the

BVP, the simulations reproduce the measured values well and the difference between the sim-

ulations is relatively small. The EBM method using the Coulomb interface model predicts

the lowest pile penetration rate while the SBM method in combination with the Sanisand
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interface model shows the highest pile penetration rate. In general, the SBM method gives

higher pile penetration rates than the element-based method. The simulation employing the

EBM method in conjunction with the Coulomb friction model and five integration points also

shows a higher penetration rate in comparison to the corresponding simulation with three

integration points for the first 4 s of driving. However, towards the end of the simulation, the

two simulations reach almost identical values of ũy. At the beginning of the driving process

(t ≈ 0.2 s), the EBM method with the Coulomb interface model shows an irregular pattern

of displacement amplitudes, which is absent in the results using the SBM method with the

Coulomb friction model. Towards the end of the driving process both mortar methods incor-

porating the Sanisand interface model show irregular patterns of ũy as well, with every second

cycle showing a lower amplitude.

In order to better visualise the mentioned irregularities, the evolution of the normalised pile

displacement is given in detail for the time frames S1, S2 and S3 (marked in Fig. 8.13) in Fig.

8.14, showing the results for all utilised interface models. For the time frames S1 and S2 all

simulations show a harmonic sinusoidal pile displacement with almost constant amplitudes,

whereas for time frame S3 both mortar methods in combination with the Sanisand interface

model show noticeable irregularities, with every second cycle showing a smaller amplitude.

For both mortar techniques the Sanisand interface model shows a higher pile penetration

at time frame S3 compared to the simulations with the Coulomb interface model. Using

the hypoplastic interface model, the results almost coincide with the results of the Coulomb

interface model in case of the segment-based method but higher penetration rates for the EBM

method are observed.

Compared to the results of the experiment, all simulations predict too large amplitudes of

displacement. This deviation has also been observed for earlier simulations of the vibratory

pile driving tests reported in [69] and its further investigation is not subject of the present

work.

To further analyse the differences between the mortar methods, the pile force measured be-

tween vibrator and pile head is evaluated. Note that this force is not identical to the prescribed

force at the mass point connected to the spring due to inertia forces. The normalised pile force

is defined by

F̃ Pile =
F Pile

F Pile
stat

, (8.3)

where F Pile
stat is the static pile force resulting from the combined dead weight of the pile, the

oscillator and the load cell. In the simulations, the pile force results mostly from the integration
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of the contact stresses along the paired surfaces and is therefore strongly influenced by the

contact discretisation technique. The normalised pile displacement ũy vs. normalised pile force

F̃ Pile is given for the experiment and the simulations using the different mortar techniques

with the Coulomb and the Sanisand interface model in Fig. 8.15 for the time frame S2 and

in Fig. 8.16 for the time frame S3. For all simulations the accordance of the results with the

measured values is acceptable but the magnitude of normalised pile force is underestimated.

The potential reason for this deviation is most likely the set of parameters of the hypoplastic

model used for the modelling of the continuum. Simulations using a different parameter set

for ”Karlsruhe Sand” reported and used for the simulation of the vibratory pile driving tests

in [69] result in a much better representation of the pile driving force. However, much too

low excess pore water pressures are predicted using this (to some extend randomly chosen)

parameter set. In addition, this parameter set does not reproduce results of undrained cyclic

triaxial tests on ”Karlsruhe Sand” well. The comparison of the measured excess pore water

pressures with the values obtained by the simulations presented in this section is given in Fig.

C.3 of the appendix.

Compared to the EBM method, the segment-based technique gives a more regular course of

F̃ Pile for both interface models. The better performance of the SBM method can be traced

back to the finer surface discretisation, leading to a smoother distribution of contact stress and

a more precise integration (to prove this, a simulation using the element-based approach with
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the Sanisand interface model, respectively

more integration points is discussed later). The magnitude of minimum and maximum forces

predicted by the two mortar methods is comparable, however. In addition, the differences

between the constitutive interface models are found to be almost negligible for time frame S2.

This is not unexpected since for smooth soil-structure interfaces such as is the case for the

aluminium pile utilised in the experiment, the constitutive interface behaviour is very similar

to shearing of an initially loose soil sample (i.e. no peak in the τ -γ plot prior to the critical state

and almost no dilatancy/constant dilatancy angle). These characteristics can be described well

by the Coulomb model. In addition, due to the increase in pore water pressure caused by the

vibration of the pile, the effective stress in the vicinity of the pile shaft is significantly reduced,

limiting the maximum frictional stresses that can be mobilised and thus the overall influence

of the friction model.

As has been observed in Figs. 8.13 and 8.14, the differences between the two mortar techniques

in terms of pile penetration increase with increasing time of vibration. In line with this,

the differences in terms of force between vibrator and pile also increase accordingly, as is

visible from Fig. 8.16 displaying the results for time frame S3. Due to the lower displacement

amplitude in every second cycle observed in Fig. 8.14, the ũy vs. F̃
Pile plot obtained using the

EBM method shows a much smaller amplitude of normalised pile force for every second cycle,

being more pronounced in case of the Sanisand interface model. In contrast, a more regular

course is obtained using the segment-based technique for both interface models. The results of

the segment-based technique are also in better accordance with the experimental results, since
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they show a regular course of force as well. However, a tiny irregularity within the first visible

cycle is encountered using the SBM technique. This can (at least partially) be explained by

the distortion of the finite elements close to the pile shoulder as is shown and discussed later

for Fig. 8.19.

Figure 8.17 depicts the ũy vs. F̃ Pile plot for the time frame S3 using the two discretisation

techniques with the Coulomb and the hypoplastic interface model, respectively. Compared

to the Sanisand interface model, for both contact discretisation techniques a more regular

development of F̃ Pile is observed. The differences between the two mortar methods are also

much less pronounced compared to the simulations using the Sanisand interface model.

In order to assess the influence of the number of integration points used for the EBM discretisa-

tion, the normalised pile displacement ũy vs. normalised pile force F̃ Pile during time frame S3

is compared for simulations using the Coulomb and the Sanisand interface models with three

and five integration points per element edge in Fig. 8.18. Note that in contrast to the SBM

technique, the total number of integration points stays constant throughout the simulation

since the number of elements at the surface pair does not change. Note in addition that for

most states during the driving process, the simulation with the element-based technique and

five integration points per element surface still results in a lower total number of integration

points of the surface pair, since for the segment-based method much more points are generated

at the pile surface, having much larger elements than the soil surface (for mesh of the pile
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Figure 8.17: Normalised pile displacement ũy vs. normalised pile force F̃ Pile during time frame

S3 (marked in Fig. 8.13) for the values measured in the experiment and the simulations using

the EBM and the SBM contact discretisation technique in combination with the Coulomb and

the hypoplastic interface model, respectively
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Figure 8.18: Normalised pile displacement ũy vs. normalised pile force F̃ Pile during time frame

S3 (marked in Fig. 8.13) for the simulations using the EBM contact discretisation technique

in combination with the Coulomb and the Sanisand interface model and different number of

integration points of the mortar contact

tip see Fig. 8.19). The comparison of the simulations with different numbers of integration

points shows that the influence is rather small for the Coulomb interface model, but quite

large for the Sanisand interface model. Using five integration points instead of three results

in a more regular development of F̃ Pile and less differences in the maximum values between

subsequent cycles. However, some irregularities within individual cycles are visible. As has

been mentioned earlier, they are believed to be (at least partially) caused by the distortion of

the finite elements close to the pile shoulder as is discussed later on the basis of Fig. 8.19.

Overall, the results for the EBM method with five integration points are similar to those for

the corresponding simulation using the segment-based method given in Fig. 8.16. Hence, the

better performance of the segment-based method mentioned earlier can partly be traced back

to the larger number of integration points and not to the method itself.

The left-hand side of Fig. 8.19 displays the spatial distribution of the effective horizontal

stress acting in the vicinity of the pile tip for the two mortar contact discretisation techniques

using the Coulomb friction model at a time of vibration of 1.31 s (end of time frame S1).

The deformed configuration without a deformation scale factor is given. A distortion of the

finite elements close to the pile shoulder is visible, which is believed to cause some of the

aforementioned irregularities in the predicted forces (see e.g. Fig. 8.16 and Fig. 8.18). This

could be remedied by employing re-meshing algorithms or large-deformation techniques (e.g.

ALE algorithms). However, these numerical schemes add complexity and potentially additional

numerical problems, for why ”only” an updated Lagrangian scheme is used. High values of
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effective horizontal stress are observed at the pile shoulder for both contact discretisation

techniques. Considering the small dimensions of the model tests, these values are judged to

be quite high, representing stress conditions which would also be expected for the installation

of much larger piles (e.g. several decimetres in diameter). The plots on the right-hand side

of Fig. 8.19 depict the effective horizontal, effective vertical and shear stress along the pile

surface with respect to the vertical coordinate (starting from the bottom of the soil container)

for the two different mortar techniques. The element-based technique shows slightly higher

values and less regular distributions of the stress components, the latter in particular for the

distribution of shear stress. The higher stresses visible for the element-based technique also

agree well with the lower pile penetration rate observed in Fig. 8.13 and Fig. 8.14 compared

to the SBM technique. Overall, however, the differences in stress are found to be rather small.

Very low values of effective stress are visible at the pile shaft above the pile shoulder. However,

it has to be taken into account that the initial effective stress prior to the pile installation

process is only −1 to −2 kPa (depending on the normal stress component) at the considered

depth. Therefore, once the pile tip has passed the soil, a significant reduction of effective
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Figure 8.19: Spatial distributions of effective horizontal stress acting in the vicinity of the

pile tip at a time of vibration of 1.31 s (end of time frame S1) for the simulations using the

EBM and the SBM contact discretisation with the Coulomb friction model. In addition, the

distributions of effective horizontal, effective vertical and shear stresses with respect to the

vertical coordinate, starting from the bottom of the container, are given along the pile surface

for the two mortar techniques.
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stresses is to be expected.

Table 8.6 gives the number of iterations and the time spent in the contact routines for the

different simulations. Note that all simulations are performed using four native cores and the

same clock-speed. The number of required iterations is similar for the simulations using the

Coulomb interface models. This is because during the dynamic pile driving process, conver-

gence is achieved within the first iteration for almost all increments. In contrast, the time

spent in the contact routines, including all procedures involving contacts (contact search, con-

tact discretisation, calculation and integration of contact stress, assembling of contact forces),

depends on the mortar method and the interface model adopted. Note that nearly all time-

consuming processes of both mortar methods are performed with multiple threads. However,

the parallelisation is slightly more efficient for the SBM approach, since the same strategies

for parallelisation as used for regular finite elements can be applied, reducing overhead com-

pared to the element-based approach. Unsurprisingly, for the Coulomb interface model the

SBM method takes approximately 1.5 times longer than the EBM method using 3 integration

points per finite element edge, which is due to the larger number of surface points at which

the contact stress is evaluated and integrated. In addition, the evaluation of the segments has

to be performed, which is not necessary with the EBM method. Compared to the total simu-

lation time (approximately 27000 s), however, the differences in time required for the contact

Simulation No. of iterations Time contact [s]

Element-based: Coulomb interface 7016 277

Element-based (5 igp): Coulomb interface 7017 499

Segment-based: Coulomb interface 7017 450

Element-based: Hypoplastic interface 7080 416

Segment-based: Hypoplastic interface 7015 610

Element-based: Sanisand interface 9115 1568

Segment-based: Sanisand interface 7677 1355

Table 8.6: Number of iterations and (physical) time spent in the contact routines for the

different simulations. The time spent in the (continuum) element loop is approximately 16000 s

and the time needed to solve the system-of-equations approximately 10000 s for the simulations

using the Coulomb interface model. The total time is approximately 27000 s for the simulations

using the Coulomb interface model. The contact routines, element loop and the solver are all

run with four native cores (one Intel➤Core➋ i9 9900K processor with four cores run with the

base-frequency of 3.6 GHz without utilising Hyper-threading is used).
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routines are almost negligible. Using five integration points per finite element edge for the

element-based technique results in slightly more time spent in the contact routine compared

to the segment-based approach using the same number of integration points per segment.

The simulation using the hypoplastic interface model requires more time for the contact rou-

tines compared to the Coulomb interface model, for both mortar techniques. In addition, a

slightly larger number of iterations is required in case of the element-based approach. Similar

to the differences observed for the Coulomb interface model, the SBM method takes approxi-

mately 1.5 times longer than the EBM method due to the larger number of integration points.

However, compared to the total time of the simulation (slightly larger than 27000 s for both

simulations), these differences are judged insignificant. In contrast, using the Sanisand inter-

face model results in far more iterations and longer times spent in the contact routines, in

particular for the element-based approach. This fits well to the course of force depicted in Fig.

8.16, for which strong irregularities are observed using the element-based approach.

8.2.4 Inspection of the hydro-mechanically coupled CEL method

The application of the hydro-mechanically coupled Coupled Eulerian-Lagrangian (CEL) method

(see Section 4.6.2) to the vibratory pile driving tests is presented in the following (note that

the results have already been published by the author in [351]). A slightly different set of

parameters of the hypoplastic model is used for the simulations presented in this section, since

the parameters given in Table 8.2 have been obtained from an optimised calibration conducted

after the publication of [351]. The parameters adopted for the simulations presented in this

section are given in [351] and are identical to those used in [349, 67].

The numerical model adopted for the CEL simulations is displayed in Fig. 8.20. The red

volume indicates the initially material-empty elements whereas the blue elements are initially

material-filled. The height of the initially material-filled volume is identical to the height of

the soil in the model tests. During the pile driving the soil might heave, in which case the

initially empty Eulerian elements are filled with material. Note that only once an element is

filled with material it contributes to the global force equilibrium.

The pile is modelled rigidly using Lagrangian elements. The bottom boundary of the Eulerian

region is constrained in vertical direction, the back in both horizontal directions and the

boundaries in the symmetry axis in the direction normal to them. The top of the Eulerian

region is made permeable by imposing zero excess pore water pressure. Every other boundary

of the model is impermeable.
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Figure 8.20: Finite element model for the CEL simulation. The blue volume indicates initially

material-filled elements. The additional red area could be filled during the driving process if

the soil moves into it.

The pile tip is located directly on top of the material-filled region of the model before the

simulation starts. The Eulerian elements below the pile tip have a small size while the mesh

gets coarser with greater distance to the pile. A variation of element size in the vicinity of the

pile has proven that the results are not strongly dependent on the mesh size. Even though

the problem is axisymmetric, three-dimensional elements have to be used as the CEL method

available in Abaqus does not support two-dimensional analyses. Note that the ALE method

implemented in Abaqus supports 2D or axisymmetric analyses but was found to be less suitable

for the modelling of the large-deformations occurring during pile driving compared to the CEL

method. The masses and forces of the half-axisymmetric experimental set-up have been scaled

to fit to the quarter model presented in Fig. 8.20.

Friction between pile and soil is considered using a Coulomb friction model with a friction

coefficient of µ = 0.125. This approximately corresponds to the assumed friction coefficient

of µ = 0.25 (compared to the previous section a slightly higher value is assumed to better

highlight the differences to frictionless simulations) in the model tests since total normal

stresses are used for the computation of the shear stresses in the pile-soil interface and the

ratio between the initial effective and the initial total stress is approximately 2. This is due

to the inability of Abaqus to distinguish between effective and total normal contact stress in

dynamic analyses. Furthermore, using the CEL method, Abaqus does not allow the use of

user-defined contact models to modify the calculation of (frictional) contact forces. Obviously,

the friction forces calculated are not correct if the pore water pressure changes significantly

along the pile-soil interface. In order to evaluate the influence of the friction coefficient, an
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additional simulation assuming a frictionless contact (µ = 0) is performed.

As has been outlined in Section 4.6.2, an explicit time integration scheme is applied using the

CEL method. The critical time increment

∆tcrit = λ
Lmin

vc
(8.4)

represents the largest possible time increment for which numerical stability is still secured.

Lmin is the smallest element dimension, vc is the compression wave velocity (of the solid-water

mixture) of this element and λ is the critical time scaling parameter. The compression wave

velocity is defined by

vc =

√

D + K̄w/n

ρtot
(8.5)

with D = E
(1− ν)

(1 + ν)(1− 2ν)
. Considering the stress level at the half height of the test de-

vice, D ≈ 6000 kPa is calculated for ”Karlsruhe Sand”. Using the bulk modulus of water

K̄w = 2.2 GPa, the compression wave velocity is vc ≈ 1672 m/s. In the present case, elements

with dimensions smaller than 4 mm exist in the model, which define the minimum length

in Eq. (8.4). Using these values and setting λ = 1, the maximum stable time increment is

∆tcrit ≈ 2 · 10−6 s. During the analysis, this value will reduce further since the soil stiffness

increases due to induced stresses by the pile installation process (see Fig. 8.19).

Since the computational effort running the simulation using this value for the critical time

increment would exceed computational resources, and considering that a saturation of S = 1

is unrealistic for the sand placement method applied in the model tests, an air inclusion of

5 % is assumed, resulting in a degree of saturation of S = 0, 95. This leads to a reduction of

the bulk modulus of the pore water from 2.2 GPa to approximately 5 MPa and thus a reduced

compression wave velocity of vc ≈ 97 m/s. Simulations with a bulk modulus of 2.2 GPa lead

to similar pile penetration rates but to slightly larger excess pore water pressures during the

driving process as is demonstrated in [351].

A reduction of the critical time increment by the factor λ = 0.8 is applied in the simulations.

Similar to implicit analyses, the influence of the time increment size should be investigated in

explicit analyses in order to secure that the solution remains (nearly) unchanged if smaller time

steps are chosen such that non-linear effects are properly accounted for. Additional simulations

proved that even the choice of a factor λ = 0.5 does not change the results of the simulation

significantly. Eq. (8.4) also indicates that the critical time increment is a function of the size

of the discretized domain which is problematic in case small-scale model tests are simulated
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since the element size is generally smaller compared to the real-scale problem. As mentioned

previously, elements with very small dimensions exist in the model. They strongly reduce the

stable time increment and make the analysis extremely time-consuming. This, however, is a

drawback mainly encountered in the analysis of small scale tests, being of minor relevance for

the simulations of real-scale problems presented in Section 8.3.2. Since using an explicit time

integration scheme is a rather unusual choice for the solution of hydro-mechanically coupled

problems it is worth mentioning here that other researches have also applied explicit time

integration methods for hydro-mechanically coupled problems before (see e.g. [434, 34, 261]).

Apart from the decreased critical time increment due to the increased wave velocity in case

of a hydro-mechanically coupled problem, oscillations in pore water pressure are reported

when using an explicit integration scheme in [261]. Similar observations are made for the wave

propagation in a poro-elastic 1D column using the hydro-mechanically coupled explicit analysis

in Section 4.6. However, the oscillations are noticeably reduced by increasing the number of

elements.

The comparison of the normalised pile displacement over the vibration time between the

measured values, the fully Lagrangian simulation and the simulation using the CEL method

is displayed in Fig. 8.21a,b. Using the Coulomb model for both analyses, two different friction

coefficients µ = 0 and µ = 0.25 are compared. Note that only the mean trend of displacement

is given in case of the experiment. In case of the frictionless contact, both numerical methods

are in good accordance with each other and with the experimental data. In case of µ = 0.25 the

CEL method predicts slightly less pile penetration compared to the fully Lagrangian simulation

towards the end of the test. Compared to the frictionless contact a better agreement between

Lagrangian simulation and experiment is achieved using µ = 0.25 which is best visible towards

the end of the vibration process. A slight deviation at the beginning of the test is observed

independently of the chosen friction coefficient as the rate of pile penetration is overestimated

in the numerical simulations.

An enlarged section of the normalised pile displacement vs. time of vibration plot for the

frictionless case is presented in Fig. 8.21c in order to identify the pile movement during in-

dividual cycles. Both simulations with µ = 0 show a slightly too large upwards movement

within the cycles in comparison to the experiment. The downwards movement is reproduced

almost perfectly by the simulations. Interestingly, the CEL method shows a slightly different

amplitude in every second cycle. It can be concluded that the results of the CEL simulations

fit reasonably well to the outcomes of the Lagrangian simulations in terms of pile displace-

ment. The influence of pile-soil interface friction is less in case of the Lagrangian simulation,
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Figure 8.21: Comparison of normalised pile displacement over time of vibration between the

measured values and the simulations using Lagrangian elements and the CEL method, re-

spectively. For the simulations using Lagrangian elements and the CEL method the friction

coefficients µ = 0 and µ = 0.25 are compared. Due to the reasons explained above µ = 0.125

has to be set into approach in the CEL simulations to achieve contact friction conditions being

equivalent to µ = 0.25 in the Lagrangian simulations. Figure c) shows an enlarged section of

the pile penetration vs. time of vibration plot for the frictionless case.

which can be traced back to the erroneous calculation of frictional contact stress in case of the

CEL simulation. However, the influence of friction is not large for either of the two applied

numerical methods.

Figure 8.22a displays the development of pore water pressure at transducer PPT A recorded

in the experiment and the corresponding results of the simulations using the Lagrangian

and the CEL model, respectively. The simulations with a friction coefficient of µ = 0.25 are

considered. The periodic pile movement is very well visible in the recorded pore water pressure.

When the pile tip passes the transducer at around 0.8 s, the pore water pressure recorded in

the experiments oscillates with the highest amplitudes which reduce subsequently. Almost no

increase in the mean trend of the pore water pressure is observed. Thus, the pore water pressure

is mainly oscillating around the hydrostatic value. As has already been elaborated on in Section

8.2.2, the simulation using the Lagrangian model is able to reproduce this development in a

qualitative manner but predicts too small amplitudes of the pore water pressure. This is more

pronounced for the simulation in this section, caused by the lower value of the bulk modulus

of pore water adopted, as can be seen from the comparison with Fig. 8.11. Furthermore, a

doubling of frequency is observed in the curve of pore water pressure vs. time, with a smaller
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Figure 8.22: a) Development of pore water pressure recorded at PPT A for the measurements,

the simulation using the Lagrangian model and the CEL model. b) Fields of the excess pore

water pressure during pile driving (t ≈ 1.15 s) using the Lagrangian model and the CEL

method, respectively.

amplitude in every second cycle which is not in accordance with the experiment. The results

of the simulation using the CEL model show an irregular development of pore water pressure

which differs from the one observed in the Lagrangian simulation. The periodic movement of

the pile is not well represented and oscillations are visible. The oscillations can be partly traced

back to the application of an explicit time integration scheme. Despite these oscillations, the

amplitudes of pore water pressure are comparable to the ones of the Lagrangian simulation.

Similar to the simulation using the Lagrangian model, the amplitudes of pore water pressure

are too small compared to the measurements. This is notably improved by using the same set

of parameters of the hypoplastic model as in the previous section, as is demonstrated in Fig.

8.11.
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The field of excess pore water pressure during driving (t ≈ 1.15 s) of the pile is given in

Fig. 8.22b for the simulations using the Lagrangian and the CEL model, respectively. The

results are quantitatively and qualitatively in accordance. Both simulations show considerable

increase in pore water pressure in the vicinity of the pile tip.

It is concluded that the hydro-mechanically coupled CEL method is suitable for the numerical

analysis of vibratory pile driving in water-saturated sand. It is further applied in Section 8.3.2

for the simulation of the vibratory driving process of real-scale piles.

8.3 Influence of the installation process on the response

of piles subjected to lateral (high-cyclic) loading in

sand

After validation of the numerical tools used for the simulation of the pile installation process in

the previous sections, the influence of the pile installation process in sand on the pile response

under subsequent (cyclic) loading following the installation is investigated in the next sections.

The back-analysis of small scale model tests on piles in dry sand subjected to high-cyclic lateral

loading is presented in Section 8.3.1. The influence of vibratory and impact driving in water-

saturated dense sand on the pile response to subsequent loading is investigated in Section

8.3.2. Finally, the conclusions of these studies are summarised in Section 8.3.3 and put into

relation to investigations of the author published earlier.

8.3.1 Back-analysis of the model tests by Leblanc et al.

The simulation of the installation and subsequent lateral high-cyclic loading of piles in small

scale model tests performed by Leblanc et al. [206] is presented in the following (note that the

results have already been published by the author in [351]).

The geometric specifications of the model tests are shown in Fig. 8.23. A copper pile with

a diameter of D = 0.08 m, a wall thickness of t = 0.002 m and an embedment length of

L = 0.36 m was used. The pile was driven into the soil using a plastic hammer. Dry yellow

Leighton-Buzzard sand was applied as the test material. It was poured into the container

from a low drop height in order to achieve a loose initial state. Tests with two different initial

relative densities, Dr0 = 4 % and Dr0 = 38 %, were performed. The lateral loading of the
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Figure 8.23: Schematic sketch of the model tests and picture of the device (reprinted from

[206])

pile was applied in a height of e = 0.43 m above the ground surface. Different tests with

varying amplitude and mean value of cyclic (harmonic) loading were conducted. The number

of applied cycles varied between N = 8, 000 and N = 20, 000 in the tests studied in the back-

analysis. In the back-analysis, for both initial relative densities, the installation of the pile, a

monotonic loading test to determine the lateral capacity and at least one lateral cyclic loading

test are considered. For the initial relative density of Dr0 = 38 % several cyclic loading tests

with varying loading amplitude are simulated.

In order to determine the material constants for yellow Leighton-Buzzard sand, an extensive

laboratory testing program has been conducted. Several oedometric compression tests, drained

monotonic triaxial tests with low stress level, undrained cyclic triaxial tests and a drained tri-

axial test with high-cyclic loading were performed. The complete calibration of the parameters

of the hypoplastic model with intergranular strain extension for the yellow Leighton-Buzzard

sand can be found in [351]. The parameters are given in Table 8.7. The parameters of the

HCA model are provided in Table 8.8. Note that only the parameters CN1, CN2 and CN3 of

the HCA model, which describe the development of accumulated strain with increasing num-
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φc ei0 ec0 ed0 hs n α β R mR mT βR χ

33.3 ◦ 0.930 0.809 0.507 1.9 · 107 kPa 0.191 0.223 -1.3 10−4 4 2 0.1 4.6

Table 8.7: Parameters of Hypoplasticity with intergranular strain extension for yellow

Leighton-Buzzard sand

Campl Ce Cp CY CN1 [10−4] CN2 CN3 [10−5]

1.7 0.482 0.38 2.69 3.1 0.063 3.7

Table 8.8: Parameters of the HCA model for yellow Leighton-Buzzard sand

ber of cycles, are determined based on the high-cyclic triaxial test on yellow Leighton-Buzzard

sand. The results of this test and the curve-fit to determine CN1, CN2 and CN3 are shown in

Fig. 8.24c. The remaining parameters are obtained following the procedures described in [419]

by estimation based on the median grain size d50, the uniformity coefficient CU and minimum

void ratio emin.

Simulation of the installation process

The numerical model used for the simulation of pile installation into dry sand applies the CEL

method and is displayed in Fig. 8.24a. The red volume is initially free of material but could

be filled if the soil heaves during the driving process. The blue volume is initially fully filled

by material. Green and yellow volumes indicate partially filled elements. The material-filled

volume has the same dimensions as the sand container used in the experiment displayed in Fig.

8.23. Exploiting the symmetry of the BVP, a quarter model is considered for the simulation

of the installation process to reduce the computational costs.

The initial relative densities are set identical to the values in the model tests, that means 4

% and 38 %, respectively. The hypoplastic model with intergranular strain extension and the

parameters listed in Table 8.7 are used. The pile is modelled as rigid body. Friction between

pile and soil is considered using a Coulomb friction model. The wall friction angle is assumed

to be 2/3 of the critical friction angle of the soil. Note that the proposed constitutive interface

models based on the hypoplastic or the Sanisand model can not be applied for the simulation

of the installation of the pile due to restrictions by the commercial finite element program

Abaqus. However, the problem of total vs. effective normal contact stress for the calculation

of friction mentioned in the previous section does not exist for the simulations in this section
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since no pore water is present.
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Figure 8.24: a) Numerical model for the simulation of the installation process. b) Numerical

model for the simulation of the high-cyclic loading. The initial volume fraction is displayed for

the CEL model. The blue volume indicates initially fully material-filled elements while the red

volume indicates initially material-free elements. The determination of the parameters CN1,

CN2 and CN3 of the HCA model based on a drained triaxial test with high-cyclic loading on

yellow Leighton-Buzzard sand is displayed in plot c).

In the model tests performed by Leblanc et al. the pile was driven into the soil with a plastic

hammer. Even though the number of strokes needed to drive the pile to its final embedment

depth is known, the specification of the hammer and the drop height is unknown. Since the

differences in the lateral cyclic response of piles installed either by jacking or impact driving

in dry or ideally drained soils were found insignificant in previous research of the author (see

[353, 352]), the pile is jacked into the soil in the simulation assuming that the change in

the soil surrounding the pile is similar to impact driving. Note that in an experimental study

reported in [114, 112], impact driven piles were found to have a higher resistance to subsequent

monotonic lateral loading compared to jacked piles. In order to investigate how large the

influence of the method of installation is in the present case, additional simulations considering
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impact driving were performed and reported by the author in [351]. Even though the impact

driven pile exhibited slightly larger resistance to lateral monotonic loading compared to the

jacked pile, the relative difference between the two installation techniques was found to be

small. Therefore, the simulation of pile installation using jacking appears to be justified in the

present case. A jacking speed of 0.06 m/s is assumed in the simulations. Inertia effects are

considered and an explicit time integration scheme is used.

The development of relative density during the driving process for the simulation of the test

with an initial relative density of Dr0 = 38 % is depicted in Fig. 8.25. Note that throughout

the work, results obtained using the CEL method are never displayed with a deformation

scale factor. The current location of the material is depicted. The spatial field is displayed

for different stages of the simulation and the current depth of embedment t is given. The soil

near the top surface heaves and reaches a very loose state. In the vicinity of the pile tip the

soil tends to densify considerably. This is more pronounced inside of the pile compared to

the outside. In addition, the densified zone is restricted to soil close to the pile shaft. With

increasing distance to the outer shaft of the pile, the relative density decreases and reaches

values lower than the initial relative density. The development of relative density shown in

Fig. 8.25 is comparable to the results of simulations of impact driving or jacking of real-scale

piles reported in [353, 352], in case of simulations with a similar initial relative density. The

qualitative change in relative density caused by the installation process is thus comparable for

small-scale model tests and real-scale problems.

The change of mean effective stress during the driving process is shown in Fig. 8.26. A strong

increase in pressure with values above 100 kPa is observed below the pile tip. During the

driving process, the area of high pressures increases and eventually reaches the fixed bottom

of the model. While the stress increases below the pile tip, a strong decrease alongside the

(outer) pile shaft is observed. This effect has already been introduced in Chapter 2 and is

discussed in more detail in Section 8.3.2 for the pile installation process in water-saturated

soil.

The results of the pile installation for the test with an initial relative density of Dr0 = 4 %

are presented and discussed in [351]. A strong compaction and stress increase in the vicinity

of the pile tip is observed similar to the test with an initial relative density of Dr0 = 38 %.

For the simulation of the lateral loading of the pile presented in the following, an implicit

Lagrangian simulation is performed using numgeo since the high-cycle phase with the HCA

model can not be simulated using an explicit time integration scheme. Therefore, the state of

the soil resulting from the simulation of the installation is transferred from the CEL model to
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Figure 8.25: Development of relative density during the driving process for the test with an

initial relative density of Dr0 = 38 %. The embedment depth t is given for each stage of the

installation process.

a model with Lagrangian elements as described in the following.

Lateral loading of the pile following the installation

Linearly interpolated 3D Lagrangian elements with reduced integration are used for the soil.

Elements with reduced integration are beneficial in simulations with the HCA model as artifi-

cial self-stresses are avoided [270]. An hourglass stiffness of 100 kPa is used for all calculations

to suppress any hourglass deformation modes. Simulations with much lower (20 kPa) or much

higher values (300 kPa) for the hourglass stiffness did not reveal any differences in terms of pile

rotation. The model including the mesh is displayed in Fig 8.24b. Due to the unidirectional

lateral loading it is sufficient to model only one half of the model test making use of the sym-

metry. The finite element model is discretised using approximately 60,000 nodes and 50,000

elements. The pile is modelled deformable and the material properties of copper (E = 1 · 108

kPa and ν = 0.3) are used.

The contact between pile and soil is discretised using the EBM method with 4 integration

points per finite element face and the contact constraints are enforced by the penalty method.
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Figure 8.26: Development of mean effective stress during the driving process for the test with

an initial relative density of Dr0 = 38 %

The penalty factor in normal direction is calculated based on the material stiffness of the

continuum element closest to the contact point. By default, the penalty factor is thirty times

the trace of the stiffness. This ensures that the penetration of the soil into the pile is minimal

and the normal contact constraint is enforced properly. A stiffness dependent penalty factor is

superior in terms of convergence to a spatially constant value in the present simulations due

to the change of soil stiffness with respect to the pile embedment depth (i.e. highest stiffness

at the base, especially for the simulation incorporating the installation process). Friction is

considered using a Coulomb model with a wall friction angle of 2/3 of the critical friction

angle of the soil. Investigations using the proposed hypoplastic interface element reported by

the author in [356] show only little influence of the constitutive contact model on the lateral

response of the pile for both monotonic and cyclic loading. Therefore, these results are not

discussed in detail here and a Coulomb interface model is used.

A stabilising pressure of 0.05 kPa is applied on the ground surface in order to avoid zero

pressure in the soil elements close to the surface. This additional surface pressure does not

influence the results of the simulations, which was proven by simulations without any surface

pressure. Simulations with a higher value of surface pressure, e.g. 0.5 kPa, show a considerable

influence and lead to a decreased pile rotation when the pile is subjected to lateral loading. Due

to the large deformations in the monotonic tests and in the cyclic tests with large amplitudes,

a geometrically non-linear calculation is performed.

The state variables of the soil after the installation are transferred from the integration points
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in the CEL model to the closest integration points in the Lagrangian model. The stress, void

ratio and the intergranular strain tensor are transferred. Note that the influence of considering

the intergranular strain tensor resulting from the installation process is much more pronounced

for monotonic lateral loading compared to cyclic lateral loading (under the assumption that

the magnitude of the monotonic lateral loading is higher). This is because for monotonic

loading, the soil volume contributing to the resistance of the pile continuously increases with

increasing lateral deflection of the pile. Since the intergranular strain tensor is also altered in

greater distance from the pile by the installation process, its influence on the lateral resistance

decreases only little with ongoing lateral loading. In contrast, the influence of the change in

the intergranular strain on the results of the cyclic loading is less pronounced, since the soil

volume contributing to mobilising resistance stays nearly constant after the first cycle.

The deformation of the soil caused by the installation process is not considered in the La-

grangian model as the material movements are judged insignificant compared to the influence

of the change in state variables. In a distance of 0.005 m around the pile the soil has settled

by approximately 0.008 m (= 0.1 ·D). In greater distance to the pile as well as inside of the

pile a maximum heave of approximately 0.004 m (= 0.05 ·D) is observed.

It is important to note that the stress state resulting from the simulation of installation

depicted in Fig. 8.26 is not in static equilibrium since considerable inertia forces are still

present at the end of the CEL simulation (no additional resting period after the installation

is considered). In addition, the mapping procedure also adds inaccuracies leading to further

unbalanced forces. Thus, the stress will change slightly once the soil state is imported into the

Lagrangian model and the soil is free to move. An additional calculation step is included to

bring the model in static equilibrium prior to the lateral loading of the pile.

In order to evaluate the influence of the installation process on the results of the lateral loading

of the pile, an additional wished-in-place (WIP) simulation is performed, assuming initial K0

stress conditions and a homogeneous distribution of void ratio.

Prior to the cyclic tests, a monotonic loading test has been performed by Leblanc et al. in order

to determine the static moment capacity M̃R. The non-dimensional moment M̃ is defined by

[206]

M̃ =
M

L3Dγ
, (8.6)

where M is the applied moment, L and D are the embedded length and the diameter of

the pile, respectively, and γ is the specific unit weight of the (dry) soil. The non-dimensional
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rotation θ̃ is defined by [206]

θ̃ = θ

√
pa
Lγ

. (8.7)

Therein θ is the rotation of the pile and pa ≈ 100 kPa is the atmospheric pressure.

The non-dimensional moment vs. the non-dimensional rotation for the experiment and the

simulations with and without consideration of the installation is given in Fig. 8.27, for the

initial relative densities of Dr0 = 38 % and Dr0 = 4 %, respectively. Leblanc et al. defined the

ultimate-limit-state (ULS) rotation of the pile to be θ̃ = 0.0698 rad = 4◦, corresponding to

a static non-dimensional moment capacity of M̃R ≈ 1.24 for Dr0 = 38 % and M̃R ≈ 0.6 for

Dr0 = 4 %.

It can be seen that the simulations without consideration of the installation process under-

estimate the resistance of the pile for both initial densities. This is especially pronounced

during the first half of the loading process. Thus, the initial stiffness of the pile is predicted

too low compared to the experiment. For the initial relative density of Dr0 = 38 % the non-

dimensional moment at the ULS rotation θ̃ = 0.0698 rad in the simulation is approximately

25 % lower than the corresponding measured value. The results of the simulation considering

the installation process are in better accordance with the experimental data even though the

pile resistance at the end of the test is still slightly underestimated. In case of the test with an

initial relative density of Dr0 = 4 % the initial stiffness is underestimated by both simulation

types but the final resistance is reproduced quite well by the simulation taking into account

the installation process.

Based on the significant differences between the simulations, it is concluded that the installation-

induced changes of soil state considerably influence the pile response to monotonic lateral

loading. However, wished-in-place conditions are a conservative assumption in terms of pile

displacement. The stiffness and hence the natural frequency of the pile are underestimated

in that case. Similar conclusions were drawn for the simulation of real-scale piles reported in

[353].

As has been outlined in Chapter 2, the study reported in [114] has investigated the influence

of the pile installation on its response to lateral loading by performing the installation process

at 1 g and 100 g, respectively. The relative increase in the lateral soil resistance due to the in-

stallation process observed in [114] is qualitatively and quantitatively similar to the differences

found in the numerical results presented in Fig. 8.27.

Based on the static moment capacity MR obtained from the tests with monotonic loading,
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Figure 8.27: Results of the monotonic loading tests: Comparison of the curves of non-

dimensional moment M̃ vs. non-dimensional rotation θ̃ measured in the experiments and

obtained from the simulations with and without consideration of the installation process, re-

spectively. The diagram on the left-hand side refers to an initial relative density of Dr0 = 38

%, that on the right-hand side to Dr0 = 4 %.

two parameters ζb and ζc are used to characterise the cyclic loading [206]

ζb =
Mmax

MR

and ζc =
Mmin

Mmax

. (8.8)

Mmax and Mmin are the maximum and minimum moments in a sinusoidal load cycle. The

static moment capacities MR measured in the model tests are used for the calculation of the

load amplitudes in the simulations.

The results in terms of the change of rotation ∆θ at the pile head with respect to the first load

cycle divided by the static rotation θs vs. the number of cycles N for test No. 17 (Dr0 = 38 %,

ζb = 0.4 and ζc = 0) are given in Fig. 8.28. The values measured in the model tests and those

obtained from the simulations with and without the consideration of the installation process,

respectively, are compared. Note that in the experiment θs has been determined at the point

of maximum load application in the first cycle and ∆θ has been also measured with respect to

the point of maximum load application. In the simulations, however, θs is the rotation after the

first complete cycle and ∆θ is the change in rotation with respect to the rotation at the end of

the first cycle. This is because the HCA model calculates the trend of deformation under the

average loads, and ∆θ can thus not be quantified at the point of maximum load application

during a cycle. This doesn’t influence the comparison between experiment and simulation as

long as the rotation amplitude in an individual cycle does not change considerably during
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the long-term loading, which is not the case for the simulations presented in this section.

Note that θs in the simulations is slightly higher than in the experiments as has been shown

by the simulations of the monotonic tests displayed in Fig. 8.27. These differences are more

pronounced in case of the simulation without considering installation. Therefore, the ratio

∆θ/θs may be too small in the simulations compared to the experiments due to a weaker

monotonic response of the pile in the simulations, and not because the accumulation is too

low in the HCA phase.
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Figure 8.28: Change of rotation ∆θ divided by the static rotation θs as a function of the

number of cycles N measured in test No. 17 of Leblanc et al. [206] (Dr0 = 38 %, ζb = 0.4 and

ζc = 0) and obtained from the simulations with and without consideration of the installation

process, respectively

From Fig. 8.28, it can be concluded that the simulation without consideration of the installa-

tion process overestimates the accumulated rotation measured in the experiment. The simula-

tion incorporating the installation on the other hand reproduces the measurements very well.

The simulation neglecting the installation predicts approximately 50 % higher values of ∆θ/θs

at the end of the test compared to the measurements as well as compared to the simulation

with incorporation of the installation process.

The spatial field of the strain amplitude for the simulations with and without incorporation

of the installation, respectively, is given in Fig. 8.29a for test No. 17. Note that the deformed

state after application of the second load cycle is displayed. It is evident that the area with
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strain amplitudes larger than 0.1 % is greater at both sides of the pile in case of the simulation

without installation compared to the simulation with consideration of the installation-induced

changes in the soil state. Since higher values of the strain amplitude result in higher rates

of strain accumulation calculated by the HCA model (disproportionate relationship with the

exponent Campl = 1.7), larger accumulation rates are predicted in the simulation without

consideration of the installation process leading to a larger pile rotation.

The spatial field of relative density after the application of 10,000 loading cycles for the

simulations with and without installation, respectively, is given for test No. 17 in Fig. 8.29b.

The deformed configuration is displayed. No deformation-scaling factor is used. The increased

pile rotation in case of the simulation without consideration of the installation process is well

visible in comparison to the simulation incorporating the installation process. In both cases a

strong decrease in soil density accompanied by a heave of the soil around the pile at the ground

surface is predicted by the simulations. The heave is slightly greater in case of the simulation

without consideration of the installation process. While the relative density in the top half of

the model is similar for both calculations, much higher Dr values are present in the vicinity

of the pile tip in case of the simulation incorporating the installation process. As discussed

previously based on Fig. 8.25, this high density is caused by the installation process of the pile.

The density distribution in the vicinity of the pile tip is hardly changed by the application of

the 10,000 loading cycles, so that the installation-induced changes in the soil state are still well

visible. With ongoing cyclic loading the influence of the installation is assumed to decrease

and the spatial fields of density and stress of the simulation without and with installation,

respectively, equalize, as has been shown by the author in [353]. In the study presented in [353],

however, 5 million loading cycles are applied. Therefore, this aforementioned equalisation may

take several million load cycles to occur.

The results for test No. 18 with the same density but a higher load amplitude (Dr0 = 38 %,

ζb = 0.52 and ζc = 0) in terms of ∆θ/θs vs. N are given in Fig. 8.30a. Note that the simula-

tion without considering installation aborted due to the large deformations towards the end

of the simulation (N ≈ 5, 000). Similar to test No. 17, the simulation without incorporation

of the installation process overestimates the accumulated pile rotation. The simulation with

installation reproduces the measured values well. The simulation without consideration of the

installation process predicts approximately 45 % higher values of ∆θ/θs at N ≈ 5, 000 in

comparison to the simulation incorporating the installation process. Compared to the mea-

surements, the simulation neglecting the installation process shows values being 50 % higher

at N ≈ 5, 000.
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Figure 8.29: a) Deformed shape and spatial field of the strain amplitude after the second

loading cycle for test No. 17 and the simulations with and without consideration of the in-

stallation process, respectively. No deformation-scale factor is used. b) Deformed shape and

spatial field of the relative density after application of 10,000 cycles for test No. 17 and the

simulations without and with consideration of the installation process, respectively. Again, no

deformation-scale factor is used.
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Figure 8.30: a) Change of rotation ∆θ divided by the static rotation θs vs. number of cycles N

measured in test No. 18 (Dr0 = 38 %, ζb = 0.52 and ζc = 0) and obtained from the simulations

with and without consideration of the installation process, respectively. b) The same as plot

a) but for test No. 8 (Dr0 = 4 %, ζb = 0.34 and ζc = 0).
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The results for test No. 8 with a very low initial relative density and a lower load amplitude

(Dr0 = 4 %, ζb = 0.34 and ζc = 0) are displayed in Fig. 8.30b. In accordance with the previous

findings from the tests with an initial relative density of Dr0 = 38 % a higher accumulation of

rotation is observed for the simulation without consideration of the installation. The simulation

with incorporation of the installation process reproduces the measurements well. Compared

to the tests with higher initial density (Dr0 = 38 %) the difference between the two simulation

types is considerably larger for Dr0 = 4 %.

The back-analysis of the model tests performed by Leblanc et al. [206] shows that the incor-

poration of the installation process in the numerical simulations has a distinct influence on

the predicted pile response under subsequent monotonic or cyclic lateral loading. The sim-

ulations without consideration of the installation process overestimated the rotation of the

pile subjected to monotonic lateral loading. The simulations incorporating the installation-

induced changes of soil state lead to a better accordance with the measurements and higher

pile resistance. The cyclic loading tests with up to 20,000 cycles revealed that the accumu-

lated pile rotation is influenced by the installation process as well. The simulations neglecting

the installation-induced changes of soil state overestimated the pile rotation compared to the

measurements. The simulations with incorporation of the installation process lead to a better

agreement with the experimental results and exhibited less accumulation compared to the

simulations without considering the installation process.

The herein presented simulations of the model tests by Leblanc et al. [206] are also documented

in [359] using Sanisand instead of the hypoplastic model for both the installation of the pile

and the subsequent (monotonic) lateral loading. Despite a careful calibration of the parameters

of the Sanisand model using the same laboratory test data as for the hypoplastic model, the

results in term of relative density and stress following the pile installation process differed

considerably. Sanisand predicted less increase in effective stress and less densification of the

soil in the vicinity of the pile tip. In line with these observations, the influence of the installation

process on the subsequent lateral loading was found to be less pronounced than for the herein

presented simulations using the hypoplastic model.

In addition to the model tests by Leblanc et al., the tests by Richards et al. [316], where almost

the same test set-up has been used, are simulated. In contrast to the tests by Leblanc et al.,

initially medium dense to dense conditions (Dr0 = 60 %) and two-directional lateral cyclic

loading have been considered. The back-analysis of these tests is documented by the author in

[350] and is not discussed here in detail. The same conclusions regarding the influence of the

installation process on the response of the pile to subsequent lateral loading are drawn, despite

the higher initial density. Similar differences between wished-in-place simulations and those
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incorporating the installation-induced soil changes are found for the tests with two-directional

loading as reported for the uni-directional tests presented here.

8.3.2 Long-term behaviour of vibratory vs. impact driven piles for

OWT foundations

As has been outlined in the introduction and in Chapter 2, there is an increasing interest

in the investigation of the applicability of vibratory driving for the installation of monopile

foundations for OWTs. It is, however, yet unclear if the current design practices for the lateral

loading of the foundation can be applied to vibratory driven piles since the methods applied

are based on experience from impact driven piles. A comparative study of the two installation

techniques is presented in the following, focussing on the investigation of the influence of the

drainage conditions during driving.

Pile installation

The numerical model used for the simulation of the pile installation process is depicted in Fig.

8.31. The soil is discretised using Eulerian elements. The extension of the CEL method allowing

for partially drained analysis as proposed in Section 4.6.2 and already applied in Section 8.2.4

is utilised. Since the soil can also heave during the pile installation, an additional, initially

material-empty, volume above the seabed is considered which can be filled by material (red

area in Fig. 8.31). To minimise the impact of artificial reflections of outwards travelling waves

at the fixed boundaries of the model, a distance of 80 m from the pile to the outer boundary is

chosen. In addition, the node-to-node distances increase with increasing distance to the pile,

which leads to a progressive loss of higher frequency waves (see field of acceleration on the

right-hand side of Fig. 8.31).

The size of the soil elements in the vicinity of the pile is chosen equal to the wall thickness of

the pile, such that the pile occupies exactly one Eulerian element across its wall section as it

penetrates the soil. The time increment is chosen to be identical to the critical time increment

defined by the Courant-Friedrichs-Levy condition. During the simulation, this results in a time

increment of approximately 10−4 s.

In case of the partially drained simulations, additional boundary conditions for the excess

pore water pressure are necessary. In the present study, the top surface of the soil allows for

dissipation of excess pore water pressures during the installation. Note that once elements are
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Figure 8.31: Model for the simulation of the pile installation process and spatial distribution

of the acceleration magnitude (gravity is subtracted) during the driving process at a pile

penetration of approximately ∆z = D

no longer filled with material, no water flow through these elements is possible anymore. Since

the soil around the pile settles during driving, no drainage would be possible alongside this

newly formed material boundary. Therefore, zero excess pore water pressure is assigned for

the top 0.3 m to allow for drainage even if the soil surface around the pile moves downwards.

For all simulations, a pile with a diameter of D = 4 m and a wall thickness of t = 0.08 m

is considered. The soil is assumed to be ”Karlsruhe fine sand”. The hypoplastic model with

intergranular strain extension with parameters given in Table 8.9 is used.

Initially medium dense (Dr0 = 50 %) and dense soil conditions (Dr0 = 70 %) are considered.

The focus of the study is on the initially dense conditions, since it is the practically more

relevant case for the offshore environment. The applied driving forces are chosen such that

the penetration rate of the pile is comparable for both installation techniques and that the

targeted final embedment depth can be achieved within a reasonable computational time.

Note that compared to the pile installation process of monopiles in reality, for which the

driving process may involve tens of thousands of hammer blows, only a limited number can

be numerically simulated. A vibratory driving frequency of 30 Hz and an amplitude (single)

of 1200 kN is set (all values for a full pile). The impact driving frequency is 0.65 Hz and
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ϕc ei0 ec0 ed0 hs n α β R mR mT βR χ

[-] [-] [-] [-] [MPa] [-] [-] [-] [-] [-] [-] [-] [-]

33.1◦ 1.212 1.054 0.677 4000 0.27 0.14 2.5 10−4 2.4 1.2 0.1 6.0

Table 8.9: Parameters of the hypoplastic model with intergranular strain extension for ”Karl-

sruhe fine sand”

the load magnitude 2400 kN. The impact force is active for 10 ms. In addition to the pile

weight, a static load resulting from the driver and an additional extension of the pile, which is

not modelled explicitly, of 2000 kN is considered for both installation techniques. The chosen

specifications are typical values for vibratory drivers and hydro-hammers used by the industry

for the driving of large offshore piles (see for instance the specifications of vibratory drivers

offered by the company PVE and the hydro-hammers offered by the company IHC).

Friction between pile and soil is considered using a Coulomb friction model with a friction

coefficient of 0.5 (a factor of 0.25 is set in the definitions of the analysis, as is explained in

Section 8.2.4), which is a value typically found for surfaces of piles used for offshore foundations

[307]. Note that the shortcoming regarding the incorporation of soil-structure interface friction

mentioned in Section 8.2.4, where it is not possible to distinguish between effective and total

normal contact stresses, can be circumvented to some extent. For this, the friction coefficient

is defined as temperature (= ∆pw)-dependent, reducing with increasing excess pore water

pressure (∆pw). The friction coefficient µ is calculated by:

µ =







0.25 if ∆pw ≤ 0 kPa

0.25 · (100 kPa−∆pw)

100 kPa
if 0 kPa < ∆pw ≤ 100 kPa

0 if ∆pw > 100 kPa

(8.9)

Obviously, Eq. (8.9) is only a rough estimation of the correct friction coefficient µ for a given

total normal stress tN .

In addition to the modification of the friction coefficient, the maximum frictional stress is

restricted to tT,crit = 100 kPa for all performed simulations (see Fig. 8.32 for an illustration

of tT,crit using the Coulomb friction model). It is believed that for such high normal and

shear stresses, particle breakage limits the maximum frictional stresses that can develop [273].

Moreover, since Abaqus uses the definition of a relative tangential displacement (uT,crit, see

Fig. 8.32) required to fully mobilise the maximum shear stresses tT,crit, defining the tangential
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Figure 8.32: Illustration of the Coulomb friction model using the tangential penalty factor G

penalty factor of the frictional contact G, the aforementioned shortcoming of total vs. effective

normal stresses is only relevant for µtN < tT,crit. This is because the value of G is not influenced

by the product µtN in case of µtN > tT,crit (see Fig. 8.32). Therefore, the frictional stresses

are correctly calculated for any given value of uT for µtN > 100 kPa.

As has been shown in Section 6.10.7, where interface shear tests were simulated with perfectly

rough conditions, assuming µ = tan(φc) gives the same results in terms of shear stress as

simulations with shared nodes at the soil-structure interface (i.e. the nodes of the soil can not

move relative tangentially to the structure). This is because the relative tangential movement

between soil and structure than occurs in the continuum, since it is the ”weak link” in that

case. Similarly, if the friction coefficient is larger than the tangential of the internal friction

angle, shear bands in the continuum occur. Therefore, the above mentioned error in calculation

of tT using total stresses can not lead to a strong overestimation of frictional stresses in case

of µ = 0.5 ≈ tan(φc), since they are limited by the continuum resistance, which is in turn

governed by effective stresses.

It is also conceivable to apply a fixed tangential penalty factor G and assume µ→ ∞, forcing

shear bands to occur in the continuum, using Abaqus. In this case, the normal contact stress

tN does not influence tT at all. However, the assumption of µ → ∞ is only valid for rough

surfaces with µ ≈ tan(φmob), such that the continuum is the ”weak link” in any case.

An isotropic hydraulic conductivity of kw = 10−3 m/s is assumed as the reference case. Ad-

ditional simulations assuming ideally drained conditions (i.e. water-saturated conditions but

perfect drainage) and a hydraulic conductivity of kw = 10−4 m/s are performed as well. To

evaluate the drainage conditions during driving, the dimensionless factor π1 introduced in Eq.

(4.71) is used. The characteristic length l used in Eq. (4.71) is assumed to be identical to the

embedded pile length of 10 m in the present case. The compression wave velocity is vc = 1700

m/s and the total density ρtot = 1.86 t/m3. The values obtained for π1 for the different pile

installation simulations are summarised in Table 8.10. In addition, the drainage conditions
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Simulation π1 Drainage conditions

VD (kw = 10−3 m/s) 0.028 nearly undrained

VD (kw = 10−4 m/s) 0.003 undrained

ID (kw = 10−3 m/s) 0.131 partially drained

ID (kw = 10−4 m/s) 0.013 nearly undrained

Table 8.10: Drainage conditions for the different pile installation simulations (VD: Vibratory

Driving; ID: Impact Driving) using the dimensionless factor π1 and the diagram provided in

[450]

according to the diagram provided by [450] are given. Note that in [450] values of π1 < 10−2

are regarded to allow for the assumption of ideally undrained conditions, while values larger

102 are considered to result in ideally drained conditions. In between, the response is consid-

ered to be partially drained. Since the (static) load magnitude is not considered in π1, the

conditions given in Table 8.10 might not realistically reflect the actual conditions. However,

it is believed that the evaluation of π1 at least allows to compare the drainage conditions

between the different installation techniques. From Table 8.10 it is evident that the vibratory

driving process leads to nearly undrained conditions, while for the impact driven pile at least

for the higher value of hydraulic conductivity a larger influence by the consolidation process

is expected. The conditions for the vibratory driven pile with kw = 10−3 m/s are similar to

the impact driven pile with kw = 10−4 m/s, even though in case of the vibratory driven pile

less influence from the consolidation process is expected.

The targeted embedment depth of the pile is 10 m. While the impact driven pile needs ap-

proximately 30 s to reach this depth, the vibratory driven pile requires approximately 33 s.

While these installation times are regarded as rather short compared to the installation of real

offshore piles, the company Cape Holland, specialised on vibratory pile driving of monopiles

for OWTs, reports driving times of only 15 minutes to reach penetration depths of 24 m for

even larger piles (D = 6.5 m) [170]. Therefore, the obtained pile penetrations rates are judged

to be not unrealistic in general, taking into account that the considered specifications of the

pile drivers correspond to those with the highest power available in the industry, which are

used for driving of larger piles than considered here.

The pile penetration vs. time of driving plot for the vibratory driven piles is given in the left-

hand plot of Fig. 8.33 for different values of hydraulic conductivity and drainage conditions.

Only the results of simulations with initially dense soil conditions (Dr0 = 70 %) are shown.
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Figure 8.33: Pile penetration vs. time of vibration using vibratory pile driving for different

values of hydraulic conductivity kw for vibratory driving (left plot) and impact driving (right

plot). In case of vibratory driving an additional simulation with frictionless contact (µ = 0) is

given.

Note that not for all cases the targeted embedment depth of 10 m is reached due to numerical

instabilities and increasing soil material not satisfying the contact conditions (i.e. soil material

entering volume which is already occupied by the pile) towards the end of the simulation. As

explained in Section 4.6 this is a general problem of Eulerian techniques since the material

interfaces have to be reconstructed within partially material filled elements. Approximately 30

cm are missing for the simulations with a hydraulic conductivity of kw = 10−3 m/s for both

installation techniques.

As expected, the lower the hydraulic conductivity, the higher is the penetration rate. The

assumption of ideally drained conditions leads to lower penetration rates, since no reduction

of the soil strength due to a loss of effective stress occurs. The influence of the hydraulic

conductivity and the drainage conditions on the pile penetration rate is quantitatively and

qualitatively the same for the impact driven piles, as can be seen from the right-hand plot of

Fig. 8.33. Given the chosen specifications of the pile drivers, the impact driven piles show a

slightly faster penetration compared to vibratory driving piles. For the ideally drained simu-

lations, nearly 1500 cycles of the vibrator are required to achieve an embedment depth of 10

m, whereas approximately 27 strokes are needed in case of impact driving. The difference in

number of cycles experienced by the soil needs to be borne in mind for the results discussion.

To evaluate the influence of the frictional contact, an additional simulation assuming a fric-

tionless contact (µ = 0) in case of vibratory driving is depicted in the left-hand plot of Fig.

8.33. In comparison to the corresponding simulation with friction (kw = 10−3 m/s), the simu-

lation with µ = 0 gives a higher penetration rate. However, the simulation does also not reach
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the targeted embedment depth of 10 m due to non-convergence.

The spatial distributions of effective radial stress, excess pore water pressure and relative

density for impact and vibratory driving (with friction) using a hydraulic conductivity of

kw = 10−3 m/s are depicted in Fig. 8.34. Note that the geotechnical sign convention is used

for the effective radial stress in this section. Only the simulations with initially dense soil

conditions (Dr0 = 70 %) are considered. Large values of effective stress in the vicinity of the

pile tip are observed for both installation techniques. With increasing distance h from the pile

tip (directed to the ground surface), the effective radial stress reduces drastically and reaches

values lower than the effective radial stress prior to the installation. As visible in Fig. 8.34,

the vibratory driven pile shows a somewhat lower increase in effective stress below the pile tip

compared to the impact driven pile, due to larger excess pore water pressure. While the area

of soil showing large excess pore water pressure is similar for both installation techniques, the

magnitudes are larger in the vicinity of the pile tip for the vibratory driven pile. The spatial

distribution of relative density shows that compaction of the soil close to the outer pile shaft

occurs for both installation techniques. In addition, compaction below the pile tip is observed.

In contrast, very loose states are reached in the soil close to the inner pile shaft for both

installation methods. A very thin line of loose soil can also be identified close to the outer

pile shaft, which is discussed in detail later. However, these elements are only partially filled

by material, and the soil state in the immediate proximity of the pile should in general be

considered with care using the CEL method.

Compared to the vibratory driven pile, the compacted soil volume at the outer shaft is larger

for the impact driven pile, which is most relevant for the response of the pile to subsequent

lateral loading. However, a higher degree of compaction is observed inside the pile in case of

vibratory driving.

The fields of effective radial stress and relative density for the ideally drained simulations

are given in Fig. 8.35. Compared to the distributions obtained from the partially drained

simulations provided in Fig. 8.34, the effective radial stress in the vicinity of the pile tip is

much larger. In line with this observation the soil inside the pile does not heave as is observed

in Fig. 8.34. Again, the vibratory driven pile shows a smaller increase in effective stress in the

soil close to the pile tip, but the differences between the installation methods are much less

pronounced than in case of the partially drained conditions. Similar to the partially drained

simulations the radial stress is reduced at the pile shaft once the pile tip has passed the soil.

For both installation techniques the compaction of the soil close to the pile tip is slightly

more pronounced for the ideally drained conditions compared to the simulations assuming a
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Figure 8.34: Spatial distributions of effective radial stress, excess pore water pressure and

relative density at a pile penetration depth of approximately 9.7 m using impact and vibratory

pile driving, respectively

hydraulic conductivity of kw = 10−3 m/s. In contrast to the partially drained simulations, no

loosening of the soil close to the pile shaft inside the pile occurs. The soil inside the pile close

to the axis of symmetry shows a strong reduction of relative density for both pile installation

techniques, which is more pronounced for the ideally drained conditions compared to the

partially drained case. In addition, much higher effective radial stresses develop inside of the

pile close to the pile tip in case of ideally drained conditions, indicating a (partially) plugged

state. Therefore, despite the greater loosening of the soil close to the ground surface inside

the pile in case of ideally drained conditions, less heaving of the soil occurs inside the pile

compared to the simulation assuming a hydraulic conductivity of kw = 10−3 m/s.

The spatial distributions for the installation using a hydraulic conductivity of kw = 10−4 m/s

are depicted in Fig. 8.36. As expected, the consideration of a lower hydraulic conductivity

leads to larger excess pore water pressures and less compaction of the soil in the vicinity of

the pile tip. Somewhat surprisingly, the effective radial stress in greater distance to the pile

shaft is larger for both installation techniques compared to the simulations using a hydraulic

conductivity of kw = 10−3 m/s given in Fig. 8.34. This is due to the development of negative

excess pore water pressure in greater distance to the pile shaft, increasing the effective stress.

This negative excess pore water pressure is discussed later in more detail on the basis of Fig.

8.39. Figure 8.36 also shows the aforementioned problem of soil not satisfying the contact
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Figure 8.35: Spatial distributions of effective radial stress and relative density at a pile pen-

etration depth of approximately 10 m using impact and vibratory pile driving, respectively.

Ideally drained conditions are assumed.

conditions with the pile any more, as soil inside of the pile starts penetrating into the pile at

the ground surface. This, however, is believed to be not only caused by the contact algorithms,

but also by the hypoplastic model. For mean effective stresses approaching zero, a correction of

the stress state is performed in the implementation of the hypoplastic model [353]. Therefore,

the contact traction might not be correctly reflected in the internal stress of the element

(i.e. the internal stress is not in equilibrium with the external contact traction), causing the

violation of the contact constraints.

The influence of frictional contact on the spatial distributions of effective radial stress, excess

pore water pressure and relative density is investigated in Fig. 8.37. An additional simulation

of vibratory pile driving assuming a hydraulic conductivity of kw = 10−3 m/s and a friction

coefficient of µ = 0 is analysed for this purpose and compared to the corresponding simulation

considering friction. Unsurprisingly, larger effective stress below the pile tip is observed in case

of µ = 0. Despite the negligence of friction, the h/R effect occurs as well. Less excess pore water

pressure and less compaction is observed for the frictionless simulation. Due to the reduced

effective radial stress (the mean effective stress reduces accordingly) at the pile shaft, the soil is

in a very dense state, showing strong dilatancy under (larger) shear strains. Therefore, it would

be expected that the application of the frictionless contact results in less dilatancy compared

to the simulation with friction, since the soil at the pile shaft is not sheared. However, if the
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Figure 8.36: Spatial distributions of effective radial stress, excess pore water pressure and

relative density at a pile penetration depth of approximately 10 m using impact and vibratory

pile driving, respectively. A hydraulic conductivity of kw = 10−4 m/s is assumed.

soil experiences lower values of shear strain following the passing of the pile tip, as expected

in greater distance from the pile shaft, contractancy occurs for the dense soil conditions. This

fits to the distribution of relative density for the simulation with friction, showing the greatest

compaction in greater distance to the outer pile shaft (approximately in a distance of R/4).

In the immediate vicinity less compaction is observed, which can be explained by higher shear

strains, resulting in dilatancy. Both the contractancy in greater distance and the dilatancy in

the vicinity of the pile shaft are not existent for the simulation without friction since the soil

is not sheared following the passing of the pile tip.

It is worth mentioning that it is known from experimental studies that sand subjected to

cyclic shearing shows less dilatancy (and more pronounced contractancy) compared to mono-

tonic shearing [406]. This agrees well with the observations from the comparison of the two

installation techniques discussed previously (however, one may argue that the effect can only

be described as well as the Hypoplasticity with intergranular strain is able to). Due to the

higher number of cycles the soil experiences, more contractancy at the pile shaft occurs in

case of vibratory driving compared to the impact driving. This leads to higher excess pore

water pressures in case of partially drained conditions (see in particular Fig. 8.34 and Fig.

8.38 discussed in the following), but higher compaction in case of ideally drained conditions

(see Fig. 8.35) for the vibratory driven pile.
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Figure 8.37: Spatial distributions of effective radial stress, excess pore water pressure and

relative density at a pile penetration depth of approximately 9.7 m using vibratory pile driving

with or without (µ = 0) consideration of friction, respectively. A hydraulic conductivity of

kw = 10−3 m/s is used.

The distributions of effective radial stress and excess pore water pressure with distance to

the outer pile shaft for a soil depth of 5 m is given for different values of h/R (see Section

2.1.1) in Fig 8.38. Since the depth is constant, the elements or nodes for which the quantities

are evaluated do not change. The results from the simulations using a hydraulic conductivity

of kw = 10−3 m/s for both installation techniques are shown (the vibratory driven pile with

frictional contact is considered). At passing of the pile tip (h/R = 0), the effective radial

stress increases significantly for both installation techniques. Values larger than the initial

effective radial stress are reached even for a distance from the pile of 5 m. The vibratory

driven pile shows slightly lower values of effective radial stress and higher values of excess pore

water pressure compared to the impact driven pile. Once the pile has passed the soil by 1 m

(h/R = 0.5), a sharp reduction of effective radial stress nearby the pile occurs, while the excess

pore water pressure remains nearly unchanged. Effective stress values close to zero are observed

in the vicinity of the pile shaft for both installation techniques. This effect has been discussed

in Section 2.1.1 and is well known from experimental studies on jacked or impact driven piles

(performed mostly in dry sand, however). To date, this effect has not been investigated in

detail for vibratory driven piles in water-saturated sand. In addition, to the author’s best

knowledge, no experimental study considering water-saturated and realistic stress conditions

has investigated by local stress measurements if the h/R effect is quantitatively comparable
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for the two installation techniques.

012345

Distance from pile [m]

0

100

200

300

400

E
ff
e
c
ti
v
e
 r

a
d
ia

l 
s
tr

e
s
s
 
r
[k

P
a
]

E
x
c
e
s
s
 p

o
re

 w
a
te

r 
p
re

s
s
u
re

 
p
w

[k
P
a
]

h/R = 0

r

pw

Initial r

VD

ID

012345

Distance from pile [m]

0

20

40

60

80
h/R = 1

r

pw

012345

Distance from pile [m]

0

20

40

60

80
h/R = 0.5

r
pw

012345

Distance from pile [m]

0

20

40

60

80
h/R = 2

r

pw

Figure 8.38: Effective radial stress and excess pore water pressure vs. radial distance from the

pile in a depth of 5 m at different values of h/R for vibratory (VD) and impact driving (ID),

respectively. A hydraulic conductivity of kw = 10−3 m/s is used in both cases.

The simulations indicate that the h/R effect is qualitatively similar for impact and vibratory

driven piles. In case of the impact driven pile, larger effective radial stress is observed at

h/R = 0.5 compared to the vibratory driven pile. However, for h/R = 1, both installation

techniques show similar values of effective radial stress. The comparison of the stress at h/R =

0.5 with h/R = 1 shows that both installation techniques lead to a reduction of effective radial

stress in the soil close to the pile shaft with increasing distance from the pile tip, i.e. the h/R

effect. Interestingly, the effect is found to be quantitatively very similar for both installation

techniques, considering the change in effective radial stress from h/R = 0 to h/R = 1. However,

comparing the distributions of h/R = 0 with h/R = 0.5, the general consensus that the cyclic

shearing exerted by vibratory driving leads to a stronger reduction in effective radial stress

with increasing value of h/R compared to impact driving is confirmed. This is due to the

stronger contractancy of the soil during (high-)cyclic interface shearing, as has been discussed

previously. The distribution of the effective radial stress at h/R = 2 confirms the stronger

stress reduction in case of vibratory driving. While the effective radial stress in case of the

vibratory driven pile reduces further, the stress in case of the impact driven pile is not changed

considerably compared to the distribution at h/R = 1.

To examine the influence of the hydraulic conductivity on the distribution of effective radial

stress and excess pore water pressure with distance to the (outer) pile shaft, the results for
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vibratory driving using a hydraulic conductivity of kw = 10−3 m/s and kw = 10−4 m/s are

compared in Fig. 8.39. For every vertical distance from the pile tip h/R the excess pore water

pressure close to the pile is much larger for kw = 10−4 m/s compared to kw = 10−3 m/s.

However, at a greater horizontal distance > 1− 3 m from the pile shaft, the excess pore water

pressure is less for kw = 10−4 m/s compared to kw = 10−3 m/s for every value of h/R, reaching

even negative values. With increasing value of h/R the distance from the pile tip at which

the lower hydraulic conductivity results in less excess pore water pressure increases and is

approximately 2.5 m for h/R = 2. In line with the lower value of excess pore water pressure,

the effective radial stress is larger for kw = 10−4 m/s for greater distances from the pile shaft

compared to kw = 10−3 m/s. This has already been observed from the spatial distribution of

effective radial stress given in Fig. 8.36, where larger values of effective stress than in Fig. 8.34

are visible in greater distance to the pile shaft. Close to the pile shaft, similar values of effective

radial stress are observed for both values of hydraulic conductivity independent of h/R. Very

low values of radial effective stress are reached, indicating a complete loss of soil stiffness. In

greater distance from the pile shaft, the h/R effect is stronger for the simulation with a lower

value of hydraulic conductivity since the increase in effective radial stress and subsequent

drop once the pile has passed the soil in the considered depth is much larger compared to the

higher hydraulic conductivity. However, considering the larger excess pore water pressure of

the simulation with kw = 10−4 m/s, the final stress distributions once the driving has stopped

and consolidation is finished are estimated to be comparable.

The main findings from the simulations of pile installation can be summarised as follows:

❼ Considering partially drained conditions, the impact driven piles show a slightly larger

increase in effective radial stress compared to the vibratory driven piles. In addition, a

slightly stronger compaction in the vicinity of the pile tip occurs.

❼ Assuming ideally drained conditions, the opposite tendencies are observed for the change

in relative density, i.e. the vibratory driven pile leads to a slightly higher compaction.

❼ Both installation techniques exhibit the h/R effect (i.e. reduction of effective radial stress

with increasing distance h from the pile tip), being more pronounced for a lower value of

hydraulic conductivity. The reduction of radial effective stress in the soil following the

passing of the pile tip is slightly more pronounced for the vibratory driven pile.
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Figure 8.39: Effective radial stress and excess pore water pressure vs. radial distance from

the pile in a depth of 5 m at different values of h/R for vibratory driving using a hydraulic

conductivity of kw = 10−3 m/s and kw = 10−4 m/s, respectively

Lateral loading following the installation

As has already been explained in the previous section, a fully Lagrangian finite element model

is used for the analysis of the high-cyclic loading following the installation since comparatively

small deformations occur for which no large-deformation technique is required. For the soil,

three-dimensional u-p finite elements with 27 nodes discretising the displacement u of the

solid phase and 8 nodes discretising the pore water pressure pw are utilised (termed u27p8

element in numgeo, see Section 4.5). Hence, quadratic interpolation functions are used for the

solid displacement while linear interpolation functions are used for the pore water pressure (i.e.

Taylor-Hood element formulation [378]). The u27p8 element is superior to the u20p8 element

in contact analyses as has been demonstrated in Section 6.6. As has already been mentioned

in Section 6.6, the u27p8 elements can not be integrated with less than 27 integration points

without showing communicable hourglass modes. Since fully integrated elements can lead

to numerical self-stress using constitutive models such as the HCA model [270], preliminary

simulations using linearly interpolated, reduced integrated and hourglass-enhanced elements

were performed and the results were compared to the u27p8 elements. For a comparable

number of global DOFs, the solutions were found to coincide, hence proving the suitability of

the u27p8 element for simulations with the HCA model. This agrees with the general finding

that (tri-)quadratic elements do not tend to suffer from locking effects, to which artificial

self-stresses also belong [85, 71].

For the pile, u27 elements are used. The contact between soil and pile is discretised using

the EBM contact discretisation technique with 9 integration points per finite element face. A
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simple Coulomb friction model with the same parameters as applied for the simulation of the

installation is used.

The state variables (density/void ratio, effective stress and excess pore water pressure) of the

soil at the end of the simulation of the installation are imported into the Lagrangian model

by means of a nearest-neighbour search of the integration points of both models. Only the

simulations with frictional contact are considered. For the pile installation simulations which

did not reach the targeted embedment depth of 10 m (see Fig. 8.33), the spatial distribution

is shifted by the missing penetration depth of 30 cm to achieve 10 m. The missing information

of the soil state at the ground surface is obtained by assuming that it is identical to the state

of the soil resulting from the installation at the top surface. The same mapping procedure as

explained in [156, 113, 359] is applied. Since the u27p8 elements have 27 integration points,

the nearest-neighbour search is performed for every individual integration point. Note that the

deformation of the soil is not transferred since its influence is judged insignificant compared to

the influence of the change of state variables. In addition to the simulations in Section 8.3.1, the

excess pore water pressure is transferred to the Lagrangian model. The consolidation process

prior to the application of lateral loading is taken into account, since it is assumed that there

is sufficient time between the end of the pile installation process and the start of the service

of the structure for excess pore water pressures to dissipate. The lateral loading starts once

hydrostatic conditions are achieved. Note that the intergranular strain tensor is not transferred.

It changes rapidly during the installation process and its distribution depends on the current

load phase of the pile driver (e.g. downwards or upwards directed cyclic movement of the

vibrator). In addition, since the consolidation process following the installation is considered,

the strain resulting from the dissipation of excess pore water pressure is believed to erase the

small strain history of the installation process.

The adopted finite element model is given in Fig. 8.40. The field of pore water pressure

following the installation by vibratory driving using a hydraulic conductivity of kw = 10−3 m/s

is shown as an example. In addition to simulations incorporating the installation-induced soil

changes, WIP simulations are also performed, for which a constant distribution of density, a

K0 stress state and a hydrostatic pore water pressure distribution are assumed as initial state.

The characteristics of the (high-cyclic) lateral loading phase following the installation pro-

cess are identical for all considered specifications of the installation. The following steps are

performed:

1. Following the transfer of the void ratio, the effective stress and, if applicable, the ex-

cess pore water pressure, the soil-pile system is allowed to deform such that static force
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Figure 8.40: Numerical model used for the analysis of the lateral loading of the pile following

the installation process and transferred spatial distribution of pore water pressure following

the installation by vibratory pile driving using a hydraulic conductivity of kw = 10−3 m/s.

Note that only the exterior nodes of the finite elements are visible.

equilibrium is achieved. This is necessary since the system is not in static force equi-

librium at the end of the installation process. As a result, the soil shows a maximum

of ≈ 5 mm of displacement in this calculation phase. For the WIP simulation, only the

contact between pile and soil is initialized in this step.

2. For the simulations with partial drainage, a consolidation analysis is performed prior to

the loading of the pile. 104 s are considered, which is a sufficient time for dissipation of

all excess pore pressure for both values of hydraulic conductivity (kw = 10−3 m/s and

kw = 10−4 m/s).

3. The pile is loaded vertically with a magnitude of 3 MN, accounting for the weight of the

structure carried by the pile. The magnitude is chosen such that, taking into account

the differences in embedment length, a 5-MW offshore wind turbine exerting a weight

of 1200 t and being embedded into the seabed by 40 m is considered. This is consistent

with the pile size and embedment ratio considered here.

4. Application of the mean value of horizontal loading, which is set to Hav = 200 kN, and a

mean value of moment Mav = 4.8 MNm, both applied at the mudline (all loads for a full

3D model). The lever arm is thus 24 m. The magnitude of the load is chosen based on the
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monotonic load capacity of the piles, which is discussed in more detail on the basis of Fig.

8.41 later. The mean value of moment for the cyclic loading amounts approximately 10 %

of the moment obtained at a pile head rotation of 1◦ for the pile with the largest moment

resistance (i.e. the impact driven pile assuming ideally drained conditions). This and all

following steps are performed assuming ideally drained conditions in order to investigate

the influence of the different conditions during the pile installation process alone.

5. Application of the first load cycle with a horizontal load amplitude Hampl = 200 kN

and a moment amplitude of Mampl = 4.8 MNm. Since the simulations are performed

ideally drained and no inertia effects are considered, the rate of loading can be chosen

arbitrarily (as long as the increment size is small enough to adequately capture the

path-dependency of the constitutive model).

6. Repetition of the previous step while the strain path in every integration point is

recorded. The strain amplitude is calculated at the end of the step.

7. Simulation of 106 additional load cycles using the HCA model applying only the average

loading Hav and Mav.

In analogy to the simulation of the installation process, the hypoplastic model with intergran-

ular strain extension and the parameters of ”Karlsruhe fine sand” provided in Table 8.9 are

utilised for the first six steps. The parameters of the HCA model for ”Karlsruhe Fine Sand”

given in Table 8.11 are used in the last step.

Prior to the simulations considering high-cyclic loading, a monotonic loading is simulated to

determine the maximum moment resistance of the pile for each configuration. Only the steps

1-4 are performed, but the horizontal force and the moment are linearly increased until a

rotation at the pile head of 1◦ is reached in step 4. The results of the monotonic loading

tests are given in Fig. 8.41. Note that only the simulations with initially dense soil conditions

(Dr0 = 70 %) are considered.

The simulations following the installation assuming ideally drained conditions result in the

highest resistance of the pile. This is true for both installation techniques, but the impact

Campl Ce Cp CY CN1 CN2 CN3

1.33 0.60 0.23 1.68 2.95·10−4 0.41 1.9 · 10−5

Table 8.11: Parameters of the HCA model for ”Karlsruhe Fine Sand” [406]
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Figure 8.41: Results of the simulations with monotonic loading of the pile. The moment

vs. pile head rotation for the vibratory (VD) and impact driven (ID) piles using different

values of hydraulic conductivity as well as ideally drained conditions during the installation

is presented. In addition, the results of a simulation without consideration of the installation

process (WIP) are shown. Note that not all simulations reached 1◦ of pile head rotation due

to non-convergence.

driven pile exhibits a slightly larger stiffness compared to the vibratory driven pile. These

trends do not necessarily contradict the findings from the spatial distributions shown and

discussed on the basis of Fig. 8.35, where the vibratory driven pile showed slightly stronger

compaction of the soil close to the pile shaft, since the effective radial stress was less for the

vibratory driven pile at the same time. With decreasing hydraulic conductivity during the

installation, the resistance of the pile to subsequent lateral loading decreases, being slightly

more pronounced for the impact driven piles. The assumption of WIP conditions results in a

lower lateral capacity than obtained for drained vibratory or impact driven piles. Accounting

for the effects of the coupled pore fluid-stress response during the installation leads to a lateral

response comparable to that of a WIP pile. Overall though the influence of the installation

process on the monotonic pile response is less significant for the high ratio of pile diameter and

wall thickness D/t considered here than in cases with lower D/t (for simulations with lower

ratio D/t see [353, 351, 47, 204, 113]). Therefore, the assumption of WIP conditions for piles

with a larger D/t ratio, such as for instance assumed by recent numerical studies reported e.g.

in [58, 175], seems to be justified for the specifications considered in the present investigation.
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However, this conclusion does certainly depend on many different influencing factors (initial

density, type of soil, etc.) in addition to the D/t ratio and is not believed to be generally

applicable.

It is worth mentioning that a numerical study on the response of vibratory and impact driven

piles to subsequent monotonic loading reported in [156] also did not find significant differences

between the two installation techniques regarding the lateral loading response. Ideally drained

behaviour was assumed during the pile installation process in this study. However, compared

to the results presented in this work, no h/R effect was observed in case of impact driving.

The left-hand plot of Fig. 8.42 displays the pile head rotation with respect to number of applied

load cycles for the vibratory driven piles using different values of hydraulic conductivity as well

as for a simulation of the installation process assuming ideally drained conditions. The results

of a WIP simulation are also provided for comparison. As expected from the installation-

induced soil changes, the drainage conditions during the installation process influence the

subsequent response to the high-cyclic lateral loading considerably. The better the drainage

during the installation, the lower the accumulated pile head rotations after the application of

one million load cycles. This is mainly attributed to the higher degree of compaction of the

soil if the water can dissipate faster during the installation process.

Very similar observations can be made for the impact driven piles, as is visible from the

right-hand plot of Fig. 8.42. Interestingly, assuming ideally drained conditions the impact

driven pile shows a larger permanent pile head rotation after N = 106 cycles compared to

the corresponding vibratory driven pile. This does not necessarily contradict the results of the

monotonic loading tests, where for larger values of pile head rotation the drained impact driven

pile showed the largest resistance, since for the magnitude of the cyclic load the drained impact

driven pile does not give the lowest rotation (see Fig. 8.41). In addition, the tendencies observed

from the monotonic loading are in general not necessarily transferable to cyclic loading. This

is in particular the case for the present simulations, since two different constitutive models

(Hypoplasticity with intergranular strain and the HCA model) are used, for which differences

in soil state variables caused by the installation may (quantitatively) lead to different responses

of the pile (e.g. the change in density due to the installation has a larger influence for one

constitutive model than the other).

The lower accumulation of the vibratory driven pile assuming ideally drained conditions com-

pared to the corresponding impact driven pile is in line with the field of relative density

given in Fig. 8.35, where the vibratory driven pile showed stronger compaction of the soil in

the vicinity of the pile tip compared to the impact driven pile. This explains why in [204]
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Figure 8.42: Pile head rotation with respect to the number of load cycles for vibratory (VD)

and impact driven (ID) piles assuming partially drained conditions with different values of

hydraulic conductivity or ideally drained conditions during the installation. In addition, the

results of a simulation without consideration of the installation process (WIP) are displayed.

vibratory driven piles are reported to show a lower accumulation of deformation compared

to impact driven piles, since the installation has been performed ideally drained. Similarly,

a higher stiffness to lateral monotonic loading of vibratory driven piles compared to impact

driven piles observed in a recent field test campaign reported in [18], where the piles have been

installed in unsaturated soils, can be explained by the stronger compaction occurring without

the presence of pore water.

Assuming a hydraulic conductivity of kw = 10−3 m/s or kw = 10−4 m/s during the installation

process, the vibratory driven piles tend to show a slightly higher rotation at the beginning

of the high-cycle phase compared to the impact driven piles. However, at N = 106 cycles

similar pile head rotations are obtained for both the vibratory and the impact driven piles.

These results have to be interpreted keeping in mind that the pile penetration rate of the

vibratory driven piles is lower than the one of the impact driven piles. Since the drainage

conditions during driving show a considerable influence on the response to subsequent loading,

the differences in the pile penetration rate might also cause the impact driven piles to show

more lateral deformations relative to the vibratory driven piles.

Compared to the differences found between vibratory and impact driving assuming ideally

drained conditions during the installation process, the differences between the installation

techniques is less for the simulations considering partial drainage during driving. This is in

particular the case for a larger number of load cycles.
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Figure 8.43: Lateral deflection lines for vibratory (VD) and impact driven (ID) piles at N = 2

and at N = 106 cycles assuming different values of hydraulic conductivity as well as ideally

drained conditions during the installation. In addition, the results of a simulation without

consideration of the installation process (WIP) are displayed.

To better illustrate the differences in the pile behaviour due to the different initial conditions,

the lateral deflection lines at N = 2 and at N = 106 cycles are shown in Fig. 8.43. In agreement

with previous research [353], the consideration of the installation process results in a deeper

position of the point of rotation (zero horizontal displacement) regardless of the number of

load cycles, the installation technique, and the drainage conditions. This indicates that the

pile installation decreases the soil stiffness near the ground surface while it is increased close

to the pile tip. These trends are consistent with the spatial distributions of effective radial

stress and relative density after the pile installation process discussed earlier.

Figure 8.43 also shows that there is no clear trend for the influence of the installation tech-

nique, as it depends on the drainage conditions during driving. As already discussed earlier,

the vibratory driven pile exhibits less deflection in case of ideally drained conditions during

driving. The influence of the installation technique is less for the partially drained conditions,

in particular for N = 106 cycles. Similar observations have been made in the 1 g small-scale

model tests reported in [169], where piles have been subjected to N = 103 lateral load cycles

following impact and vibratory pile driving in water-saturated sand (initial relative density of

approximately 75 % and hydraulic conductivity of approximately 5 · 10−4 m/s).

The spatial distributions of the strain amplitude calculated based on the recorded strain path

during the second load cycle are given in Fig. 8.44 for the vibratory driven pile (kw = 10−3

m/s) and the WIP simulation. In accordance with a preceding study on piles with a large L/D
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Figure 8.44: Spatial distribution of the strain amplitude recorded from the second load cycle

for the vibratory driven pile (kw = 10−3 m/s) and the WIP simulation, respectively

ratio reported in [353], the consideration of the installation process results in lower values of

the strain amplitude close to the pile tip. This is due to the increased stiffness resulting from

the effective stress increase and compaction caused by the installation process. Around the

pile head, however, the distributions are similar for both simulations.

The fields of relative density and horizontal effective stress after the application of one million

load cycles are depicted in Fig. 8.45 for the vibratory driven pile (kw = 10−3 m/s) and the

WIP simulation. Despite being initially dense, the soil around the outer pile head tends to

compact due to the cyclic loading in both simulations. In case of the vibratory driven pile the

alteration of the field of relative density caused by the installation process is still very well

visible. As has been demonstrated in [353], an assimilation of the fields of relative density of

the simulations incorporating and neglecting the installation occurs with increasing number of

cycles, which eventually leads to similar accumulation rates for both simulation types. Thus,

with ongoing cyclic loading, the influence of installation-induced changes in relative density

reduces. The distribution of effective horizontal stress is similar for both initial conditions at

N = 106, with both piles showing a reduction in effective stress where the soil is unloaded

due to the lateral loading (left upper and right lower part of the pile). An increased effective

horizontal stress below the pile tip is observed for both simulations.

Previous research has found a large influence of the initial relative density of the soil prior to the
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Figure 8.45: Spatial distribution of relative density and the effective horizontal stress for the

vibratory driven pile (kw = 10−3 m/s) and the WIP simulation after application of 106 lateral

load cycles, respectively. The deformed configuration with a scale factor of 20 is displayed.

installation process on the differences between simulations that neglect installation and those

considering it [353, 113]. However, these studies were limited to ideally drained conditions and

to either impact driven or jacked piles. To investigate how the pile installation process affects

the pile response to cyclic lateral loading in medium dense sand, additional simulations of the

installation process are performed with an initial relative density of Dr0 = 50 % and assuming

a hydraulic conductivity of kw = 10−3 m/s. To achieve pile penetration rates similar to the

Dr0 = 70 % case, both the impact load and the force amplitude of the vibratory driver are
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Figure 8.46: Pile head rotation as a function of the number of load cycles for vibratory (VD)

and impact driven (ID) piles assuming a hydraulic conductivity of kw = 10−3 m/s and an initial

relative density of Dr0 = 50 % prior to installation. In addition, the results of a simulation

without consideration of the installation process (WIP) are displayed.

scaled by 2/3. With this loading, approximately 25 s are required to achieve a penetration of

10 m for both installation techniques. The spatial distributions of the state variables following

the installation process are similar to those in case of initially dense soil conditions, but the

compaction of the sand is generally greater and the effective radial stress close to the pile tip

less. Slightly larger excess pore water pressures develop in addition. Following the installation

process, the piles were subjected to the same cyclic loading as for the case with Dr0 = 70 %.

The resulting curves of pile head rotation vs. number of load cycles are shown in Fig. 8.46

for an impact driven (ID), a vibratory driven (VD) and a WIP pile. Note that in the case of

the WIP pile, a homogeneous initial relative density of Dr0 = 50 % is assumed. Consistent

with previous research [353], the assumption of WIP conditions in case of initially medium

dense soil results in higher accumulated pile deformations compared to the simulations that

consider the installation process. A stronger influence of the consideration of the installation

process compared to the initially dense condition is found. In line with the observations for

Dr0 = 70 %, the differences between the two studied installation methods are found to be

rather small, with the impact driven pile showing slightly larger pile head rotations at low

numbers of lateral load cycles.
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8.3.3 Conclusions from the investigation of the influence of the

installation process on the behaviour of piles subjected to

(high-cyclic) loading

The findings of the investigations on the influence of the installation process on the response of

piles to subsequent (high-cyclic) loading presented in Sections 8.3.1 and 8.3.2 as well as from

additional studies published by the author in [353, 352, 356, 350, 351] can be summarised as

follows:

❼ From the simulations of the small-scale model tests in dry sand it can be concluded that

the installation process causes a stiffer pile response and less accumulation of deformation

when subjected to cyclic loading for both initially loose and initially dense sand (see

Section 8.3.1 and [350, 351]).

❼ The installation of real-scale piles (D = 4 m) in water-saturated initially loose sand

also leads to a stiffer pile response and less accumulation for both impact driven and

jacked piles [352]. This also holds true for vibratory and impact driven piles in medium

dense sand as shown in Fig. 8.46. Assuming ideally drained conditions during the instal-

lation process, for both cases of initially medium dense and dense soil conditions, the

consideration of the installation induced soil changes results in less deformations of the

pile (D = 2 m) when subjected to horizontal (monotonic or low-cyclic) loading [353].

However, considering high-cyclic loading with up to 5 million loading cycles, more accu-

mulation of lateral deformation occurred for simulations incorporating the installation

process in case of initially dense soil conditions. Opposite tendencies were observed for

initially medium dense soil conditions [353].

❼ For the installation in initially dense water-saturated sand these observations are found

not to be valid for all studied cases (see Section 8.3.2). The differences between wished-

in-place simulations and simulations with incorporation of the installation induced soil

changes are smaller and the hydraulic conductivity influences the impact of the instal-

lation process on the long-term behaviour of the pile strongly. The assumption that

wished-in-place conditions are conservative for all cases cannot be confirmed, in particu-

lar if the simulation of the installation is performed considering excess pore water pres-

sures. Vibratory driven piles show similar accumulation of deformation as impact driven

piles when subjected to lateral high-cyclic loading following the installation considering

partially drained conditions. However, with the selected pile driver specifications, the
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vibratory driving process takes slightly longer than impact driving, resulting in slightly

more time for excess pore water pressures to dissipate.

8.4 Application of the adaptive strain amplitude to mono-

pile foundations subjected to cyclic loading under

partially drained conditions

The simulations presented in the previous section have assumed ideally drained behaviour of

the soil during the HCA phase. This is justified for the applied hydraulic conductivity in the

range of kw ≈ 10−3 m/s and the low frequency of the load typically encountered for offshore

foundations. However, the assumption of ideally drained behaviour can be challenged if the

hydraulic conductivity is lower. In such cases, the cyclic loading is accompanied by a change

in the pore water pressure, which can greatly influence the strain amplitude as has been

demonstrated in [357]. The application of the adaptive strain amplitude definition proposed in

Section 5.2.2, allowing for an incorporation of the change in strain amplitude, is presented in

the following. In addition, the submodel analysis as described in Section 5.2.2 is investigated

and compared to simulations applying ”conventional” update cycles. Note that the simulations

presented in this section have already been published by the author in [355].

The finite element model of the monopile is displayed in Fig. 8.47. In analogy to the previous

section, u27p8 elements are used for the soil and u27 elements for the pile. Every boundary

of the model except the symmetry plane allows for drainage (ṗw = 0). The model is vertically

constrained at the bottom, in y-direction in the symmetry axis and in the x- and y-direction

at its back. The pile is modelled elastically with typical material properties of steel. It has a

length of 30 m, a diameter of 5 m and a wall thickness of 8 cm.

The EBM contact discretisation method with 9 integration points per finite element face as

described in Section 6.3 is used for the contact discretisation. Coulomb friction with a friction

coefficient of 0.5 is applied.

Installation effects are not taken into account in the simulations since the investigation of

the adaptive strain amplitude is focused. The Sanisand model and the HCA model with the

parameters calibrated for ”Karlsruhe fine sand” are adopted. Up to now, the HCA model has

been mainly used in combination with Hypolasticity with intergranular strain. The motivation

to use Sanisand is due to its popularity among researcher and to show the universality of the
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Figure 8.47: Finite element model of the monopile used for the investigation of the adaptive

strain amplitude and the submodel analysis. Note that only the exterior nodes of the elements

are visible.

HCA model. The parameters of Sanisand have been determined in [407] and are provided in

Table 8.12. The parameters of the HCA model have already been supplied in Table 8.11.

pa e0 λc ξ Mc c m G0

100 kPa 1.103 0.122 0.205 1.34 0.7 0.05 150.0

ν h0 ch nb A0 nd zmax cz

0.05 10.5 0.75 1.2 0.9 2.0 20.0 10000

Table 8.12: Parameters of the Sanisand model for ”Karlsruhe Fine Sand” [407]

The initial relative density is assumed to be 60 %. The loading of the monopile is chosen

according to [357], where a parametric study on monopile foundations using the HCA model

has been performed. A sinusoidal load with a frequency of 1 Hz, a mean value of the moment

of Mav = 30 MNm and an amplitude of Mampl = 30 MNm is applied at the pile head (10 cm

above the seabed). The lever arm of the horizontal force resulting from wind and water waves

is assumed to be 30 m. The chosen magnitude of the cyclic load is approximately 10 % of the

ultimate resistance of the pile determined based on monotonic loading up to a pile rotation
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of 2◦ (see [357] again). The motivation to consider the rather high loading frequency is due to

greater build-up of excess pore water pressure leading to a greater change in the effective stress

and thus strain amplitude. The developed adaptive strain amplitude is therefore expected to

influence the predicted long-term behaviour of the monopile strongly. Hydraulic conductivities

of kw = 10−4 m/s and kw = 10−5 m/s are considered in the analyses.

The field of excess pore water pressure for the simulation using a constant strain amplitude

and a hydraulic conductivity of kw = 10−5 m/s is given at N = 1, 10, 102, 103, 104 in Fig. 8.48.

Considerable excess pore water pressures with magnitudes up to 100 kPa are visible around the

upper part of the pile at N = 1. Slightly negative values are observed closer to the pile tip. The

accumulation of excess pore water pressure increases with the start of the HCA phase (N = 2)

and a much greater soil volume shows large excess pore water pressure at N = 10 compared to

the distribution at N = 1. A heart-shaped distribution with zero excess pore water pressure

close to the seabed due to the imposed boundary conditions ṗw = 0 at the top of the model

is observed. The excess pore water pressure tends to decrease with further cyclic loading as

is visible from the distribution at N = 102. The heart-shaped distribution is replaced by a

V-shaped distribution. Since the rate of volumetric strain accumulation predicted by the HCA

model decreases with ongoing cyclic loading, the consolidation process eventually out-paces

the accumulation of excess pore water pressure, which is well visible from the distributions

at N = 103 and N = 104. Only small excess pore water pressure exists at N = 103 and a

hydrostatic distribution is observed at N = 104. Note that all displayed distributions show

the excess pore water pressure at average loading.

Excess pore water pressure Δpw

<-2040>100

N = 10¹ N = 10² N = 10³ N = 10⁰ N = 10⁴ 

Figure 8.48: Field of excess pore water pressure at N = 1, 101, 102, 103, 104 for the simulation

with constant strain amplitude using a hydraulic conductivity of kw = 10−5 m/s. The deformed

configuration using a deformation scale factor of 10 is displayed.
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As has been outlined earlier, the build-up of excess pore water pressure leads to an increase

in strain amplitude due to reduction of the soil stiffness. Fig. 8.48 shows that the excess

pore water pressure strongly varies spatially as well as with number of loading cycles. This in

turn also suggests a strong variation of the strain amplitude. The next sections examine the

suitability of the different approaches proposed in Section 5.2.2 to account for the change in

strain amplitude.

8.4.1 Comparison submodel vs. update cycles

Prior to the application of the adaptive strain amplitude, the advantages of a submodel analysis

over an analysis incorporating update cycles are highlighted. Figure 8.49 displays the horizontal

pile head displacement with respect to time (equivalent to the number of cycles after 3 s)

for the simulation with a constant strain amplitude and the simulations updating the strain

amplitude either in a submodel analysis or by incorporation of update cycles, respectively.

The final pile head rotation θ is given in Fig. 8.49 as well. The strain amplitude is updated at

N = 102, 103, 104, 105. Therefore, the results of all three simulations coincided up to N = 102.

In case of the simulation with update cycles the incorporation of regular cycles is visible

by the almost vertical lines at N = 102, 103, 104, 105 representing the displacement during

the individual cycles. Both simulations updating the strain amplitude show larger horizontal

pile head displacement at N = 103 compared to the simulation with constant εampl. Hence,

the updated strain amplitude at N = 102 is larger and/or a greater soil volume shows larger

strain amplitudes compared to εampl at N = 2 due to the increase in excess pore water pressure

predicted by the HCA model. With ongoing cyclic loading the simulations with εampl ̸= const.

show a larger increase of upilex compared to the simulation with constant εampl. Towards the

end of the simulation, however, the accumulation rates of the simulations incorporating the

change in strain amplitude are slightly lower than those of the simulation with constant εampl.

Compared to the simulation using the submodel analysis, the simulation employing update

cycles shows numerical instabilities following the regular cycles visible for instance by a drop

in upilex directly after the update at N = 102. This is caused by the transition from the

conventional low-cycle to the high-cycle mode requiring small time increments due to larger

accumulation rates and the sudden change of soil stiffness (switching from the Sanisand to the

HCA model). These small time increments lead to oscillations in pore water pressure since, for

the u-p formulation, the conditioning of the element matrix gets worse with decreasing time

increment. Such instabilities are absent in the simulation using the submodel analysis since

the high-cycle mode is not interrupted and the simulation can continue with larger increments.
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Figure 8.49: Horizontal pile head displacement with respect to time (equivalent to the number

of cycles after 3 s) for the simulation assuming a constant εampl and the simulations updating

εampl after N = 102, 103, 104, 105 in a submodel analysis or by incorporation of update cycles

8.4.2 Application of the adaptive strain amplitude

The horizontal pile head displacement with respect to time using the adaptive strain ampli-

tude is compared to the simulation assuming a constant εampl and the submodel analysis in

Fig. 8.50a for simulations with a hydraulic conductivity of kw = 10−4 m/s. A characteristic

length of lc = 1 m, influencing the number and the weighting of adjacent integration points

considered in the smoothing of the field of the strain amplitude, is used for the simulation

with adaptive strain amplitude. An investigation of the influence of the characteristic length

and a comparison of the field of strain amplitude before and after smoothing is presented in

Section 8.4.3. Simulations using characteristic lengths of lc = 0.5 m and lc = 2 m proved that

the characteristic length hardly influences the results in terms of pile head displacement upilex .

In both simulations with εampl ̸= const. the strain amplitude is updated at N = 102, 103, 104,

105. The simulations with non-constant εampl are in good accordance, confirming the suitability

of the novel approach with adaptive strain amplitude. Slightly larger pile head displacements

are obtained using the adaptive strain amplitude compared to the simulation employing the

submodel analysis at the end of the simulation. Taking into consideration the deviations of the

two approaches for the triaxial test observed in Fig. 5.4 these differences between the much

more complex simulations of the monopile are acceptable.
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Figure 8.50: Horizontal pile head displacement with respect to time (equivalent to the number

of cycles after 3 s) for the simulations with and without update of the strain amplitude em-

ploying the different approaches to calculate the updated εampl using a hydraulic conductivity

of kw = 10−4 m/s and kw = 10−5 m/s, respectively

The simulations with a hydraulic conductivity of kw = 10−5 m/s show a stronger influence of

the change in strain amplitude on the displacement of the pile head as is visible from Fig. 8.50b.

Much higher accumulation rates of the pile head displacement are observed for the simulations

with updated strain amplitude. The simulations with εampl ̸= const. are in good agreement

with each other except between 104 < N < 105, where the simulation using the adaptive strain

amplitude shows less displacement. Compared to the differences between the simulation with

constant εampl and those updating εampl these deviations are judged acceptable.

As has been outline in the introduction, one motivation to prefer the adaptive strain amplitude

over the application of update cycles or the submodel analysis is the reduced computational

effort. For the simulations displayed in Fig. 8.50a) a total time of 3.6 h is required for the

simulation with εampl = const.1, 4.3 h for the simulation with adaptive strain amplitude and

6.7 h for the submodel analysis. The simulation with update cycles displayed in Fig. 8.49

takes almost nine hours due to a considerably larger number of required increments and the

numerical instabilities already described in detail. These durations clearly demonstrate the

advantage of the adaptive strain amplitude over the other two techniques.

The spatial distribution of the strain amplitude at N = 102, 103, 104, 105 for the simulation

with adaptive strain amplitude and the simulation using the submodel analysis for the update

1One Intel Core➋ i9 9900K processor with two threads has been used.
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Figure 8.51: Field of strain amplitude at N = 102, 103, 104, 105 for the simulation with adap-

tive strain amplitude and the simulation employing the submodel analysis using a hydraulic

conductivity of kw = 10−5 m/s.

of εampl is given in Fig. 8.51. Compared to the distribution at N = 2, the volume of soil with

large strain amplitudes ( εampl > 10−3) is greatly increased for both simulations at N = 102.

The increase is mainly caused by the excess pore water pressure accumulating during the cyclic

loading as is visible from Fig. 8.48. Compared to the submodel analysis, which is showing a

wedge-like distribution of εampl, the simulation employing the adaptive strain amplitude leads

to a more sphere-like distribution of larger strain amplitudes in the vicinity of the pile head. At

the second update (N = 103) the soil volume with large strain amplitudes reduces compared

to N = 102 due to the reduction of excess pore water pressure by consolidation. Compared

to the distribution at the previous update, the differences in terms of εampl between the two

simulations are reduced. The simulation with adaptive strain amplitude shows noticeably

larger strain amplitudes at the pile tip. With ongoing cyclic loading the volume with large

strain amplitudes tends to decrease for both simulations, which is visible from the distributions

at N = 104 and N = 105.

Having shown that the adaptive strain amplitude gives similar results as the simulation using

the submodel analysis and hence having validated the proposed scheme, simulations with

an update every 10th calculation increment are performed. Since the increment size gets

progressively larger with increasing calculation time, a more frequent update with respect

to the number of cycles at the beginning of the high-cycle mode is made. This is reasonable
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since the strain amplitude changes the most at the beginning of the high-cycle mode due to

larger accumulation rates and hence greater changes in the pore water pressure. Approximately

300 increments are necessary for the simulation of N = 106 cycles. The strain amplitude is

thus updated 30 times. Such a frequent update of the strain amplitude is not feasible with the

submodel analysis due to the considerable calculation time spent for the regular cycles.

The results of the simulations with an update every 10th increment are given in Fig. 8.52 using

a hydraulic conductivity of kw = 10−4 m/s and kw = 10−5 m/s, respectively. Additionally,

the simulations with an update at N = 102, 103, 104, 105 using the adaptive strain amplitude

definition and the simulations with constant εampl are depicted. As expected, the more frequent

update of the strain amplitude results in larger values for the pile head displacement upilex . This

effect is more prominent for the lower hydraulic conductivity. The pile head displacement upilex

at N = 106 is approximately factor 1.4 larger for the simulation with an update every 10th

increment compared to the simulation with constant strain amplitude in case of kw = 10−5

m/s, highlighting the importance of the incorporation of the change in strain amplitude.

The developed adaptive strain amplitude allows to investigate how many updates of the strain

amplitude are necessary such that the solution remains unchanged by the update frequency.

Similar investigations have been carried out by the authors in [357] but using update cycles
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Figure 8.52: Horizontal pile head displacement with respect to time (equivalent to the number

of cycles after 3 s) for the simulations with and without update of the strain amplitude

using a hydraulic conductivity of kw = 10−4 m/s and kw = 10−5 m/s, respectively. The strain

amplitude is updated at N = 102, 103, 104, 105 (log update) or every 10th increment (f = 1/10

inc).
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and ideally drained conditions. Due to the large computational effort when applying many

update cycles, an update was only performed at N = 10, 20, 50, 102, 2 ·102, 5 ·102, 103, 2 ·103,
5 · 103, 104, 105 in that previous study.

Using the adaptive strain amplitude, simulations with an update every increment, every 5th

and every 10th increment are performed. Again, approximately 300 increments are required

to simulate N = 106 cycles meaning that the strain amplitude is updated 300 times, 60 times

and 30 times, respectively. The results of these simulations are compared to the simulation

assuming a constant εampl in Fig. 8.53 in terms of horizontal pile head displacement upilex

using kw = 10−5 m/s. Up to N = 105 the solution in terms of upilex is not altered by the

different frequencies used for the update. From N = 105 to N = 106 the simulation with

an update every 5th increment shows slightly less displacement compared to the other two

simulations with εampl ̸= const. Based on these results it is concluded that using an update

every 10th increment is already sufficient to reach convergence in terms of necessary updates of

the strain amplitude. It is expected that the update is less often required for higher hydraulic

conductivity but most likely more often in case of less permeable soils. Similarly, more updates

will be necessary for initially loose soil compared to a dense initial state in case of drained
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Figure 8.53: Horizontal pile head displacement with respect to time (equivalent to the number

of cycles after 3 s) for the simulations with constant εampl and adaptive εampl updated every

increment (f = 1/1 inc), every 5th increment (f = 1/5 inc) and every 10th increment (f =

1/10 inc) using a hydraulic conductivity of kw = 10−5 m/s
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conditions since the cyclic loading results in compaction of the loose soil (at least for the BVP

of the monopile) and hence an increase in soil stiffness. Such influences due to the change in

density can also be accounted for using the proposed adaptive strain amplitude definition.

Based on the results presented in this section, the consideration of the change of the strain

amplitude using the adaptive strain amplitude is judged important for partially drained analy-

ses, since the negligence leads to less deformations. Therefore, the results are not conservative

assuming a constant value of the strain amplitude or updating it only seldom.

8.4.3 Spatial smoothing of the strain amplitude

The importance of the nonlocal smoothing of the strain amplitude is illustrated by Fig. 8.54,

displaying the spatial distribution of εampl using the adaptive strain amplitude prior to smooth-

ing (left) and after smoothing (right) employing a characteristic length of lc = 1 m. The field

prior to smoothing shows large gradients of the strain amplitude in some elements close to the

surface which are noticeably reduced after the smoothing process.

A comparison of the horizontal pile head displacement with respect to time using a hydraulic

conductivity of kw = 10−5 m/s for simulations with

Strain amplitude εampl [10 -3]
00.5>1

Before smoothing After smoothingAdaptive εampl

after N = 100 

Figure 8.54: Field of strain amplitude at N = 102 (after the first update of the strain am-

plitude) for the simulations with adaptive strain amplitude using a hydraulic conductivity of

kw = 10−5 m/s before and after the nonlocal smoothing procedure employing a characteristic

length of lc = 1 m
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❼ constant strain amplitude

❼ adaptive strain amplitude updated at N = 102, 103, 104, 105 and smoothed using a

characteristic length of lc = 1 m

❼ adaptive strain amplitude updated at N = 102, 103, 104, 105 but no smoothing

is provided in Fig. 8.55a. The simulations with an update of the strain amplitude are in

accordance up to N = 104 but the simulation without smoothing gives much less pile head

displacement upilex for larger number of cycles. This is due to the localisation of large strain

amplitudes in a few integration points while neighbouring integration points show merely small

values. As has been outlined in Section 5.2.2, this is caused by the self-reinforcing or positive

feedback phenomenon, which tends to cause increasing localisation of εampl with each update.

A comparison of simulations with different values of the characteristic length lc is given in Fig.

8.55b. Only small differences between the simulations are observed. The characteristic length

of lc = 1 m used for the analyses presented in the Section 8.4.2 is hence judged as suitable.
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Figure 8.55: Horizontal pile head displacement with respect to time (equivalent to number of

cycles after 3 s) for simulations using a hydraulic conductivity of kw = 10−5 m/s. A comparison

of simulations with nonlocal smoothing (lc = 1 m) and without any smoothing is provided in

a). Different characteristic lengths lc for the nonlocal smoothing of the strain amplitude are

compared in b).
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8.5 Validation of the HCA model for clay using cen-

trifuge tests on monopiles subjected to cyclic lateral

loading

In order to show the feasibility of the HCA model for clay presented in Section 5.1.2 for the

analysis of OWT foundations subjected to lateral cyclic loading, a back-analysis of centrifuge

tests performed by Yang et al. [431] on soft kaolin clay is presented in the following. Note that

the results of these simulations have already been published in [358].

The considered centrifuge tests have been performed at Zhejiang University in 2019. All quan-

tities are given in model scale in the following. A strongbox with internal dimensions of 1.2

× 0.9 × 1.0 m and Malaysia kaolin clay (plastic limit wP = 35 %, liquid limit wL = 80 %

and plasticity index IP = 45 %), which is a standard material of the National University of

Singapore, have been used.

The soil sample was prepared by mixing dry kaolin powder with water using a soil-mixing

machine and subjecting the slurry to 8 hours of consolidation in the centrifuge at 100 g. For

these tests, water and not a fluid with a higher viscosity has been used as pore fluid. Following

the consolidation of the clay, the centrifuge was stopped and the pile was pushed into the soil.

The aluminium pile had an outer diameter of 0.059 m, a wall thickness of 0.0022 m and an

embedded length of 0.55 m. Once the pile had been installed at 1 g, the soil including the pile

were subjected to 100 g for one hour in order to allow for any settlement around the pile.

Following the resting period, the pile was laterally loaded at 0.23 m above the ground surface.

Three cyclic load packages with varying amplitude and average loading with 100 cycles each

and a frequency of 0.2 Hz have then been applied. 30 s of consolidation between the packages

has been allowed. Only the first two cyclic loading packages are considered for the back-

analysis since the third package with the largest amplitudes led to large pile head displacements

(approximately 1 m in prototype scale) for which a large-deformation numerical method should

be applied.

The finite element model of the centrifuge test is displayed in Fig. 8.56. The simulations are

performed in model scale. In order to incorporate the change in pore water pressure as well

as consolidation effects, the u27p8 element formulation as introduced in Section 6.6 is used.

The pile is modelled using u27 elements. The u27 elements are beneficial for the simulation

of bending of stiff materials as they do not suffer from shear-locking problems as linearly

234



0
.6

7
 m

0.4 m

0
.2

3
 m

0.059 m

0
.3

 m

H

0
.5

5
 m

Figure 8.56: Finite element model of the centrifuge test. Note that only the exterior nodes

are displayed.

interpolated elements do. The displayed finite element mesh depicts only the corner nodes of

the elements.

The EBM method with 9 integration points per finite element face is used for the contact

discretisation. A stiffness-dependent penalty factor (30 times the trace of the stiffness tensor

of the adjacent continuum) is used to enforce the normal contact constraints. A Coulomb

friction model with a friction coefficient of 0.2 is applied (note that effective normal stresses

are used for the calculation of friction). A bulk modulus of the pore water of 2.2 GPa is

assumed. The permeability of the Malaysian kaolin clay is KPerm = ηwkw/γw = 2 · 10−15

m2 (assuming the dynamic viscosity of water to be ηw = 1 · 10−6 kPas). With the increased

gravity in the centrifuge test, this resulted in a hydraulic conductivity of kw ≈ 2 · 10−6 m/s

during the testing. Installation effects are not taken into account in the simulations since in the

experiment the pile has been jacked into the soil at 1 g. Due to the increase of gravity to 100

g, the influence of the installation on the initial soil state is assumed to decrease significantly.

The initial overconsolidation ratio prior to the spin-up of the centrifuge is assumed to be one.

The lateral stress coefficient is set to K0 = 0.5.
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For the low-cycle part of the simulations, the anisotropic visco-ISA (AVISA) model [374]

is used. This is a rate-dependent model for fine-grained soils able to reproduce small-strain

effects, inherent anisotropy as well as the influence of the overconsolidation ratio. The strain

rate dependency is reproduced by incorporating a third strain rate mechanism (in addition to

the elastic and hypoplastic strain rate), which can be switched off in case of low-plasticity fine-

grained soils. The parameters of the AVISA model are partially determined for the Malaysian

kaolin clay (wP = 35%, wL = 80%) used in the centrifuge tests (parameters of the MCC

model: λ, κ, νh and Mc obtained from [221]) or are assumed to lie between the parameters

calibrated for a kaolin clay with lower plasticity (wP = 12.2%, wL = 47.2%) and those for

the more plastic Lower Rhine Clay (wP = 34%, wL = 56.1%) reported in [374, 373].

The utilised set of parameters is given in Table 8.13, whereby further details about the correla-

tions used for the calibration as well as the numerical calculation of an oedometric compression

test can be found in [358].

It it worth mentioning that using the HCA model for clay, the influence of the conventional

model is much lower than in case of the HCA model for sand since the influence of the strain

amplitude, calculated by the conventional model, is much lower due to the smaller values

of the parameter Campl of the amplitude function fampl. The soil inside the pile is modelled

elastically since it is only involved in a rigid deformation when the pile rotates and does not

influence the pile response. Preliminary simulations showed that an elastic stiffness of 10,000

kPa and a Poisson’s ratio of 0.3 are appropriate values. The parameters of the HCA model

for clay given in Table 8.14 are applied for the simulations, which have been determined using

test data of ”Karlsruhe kaolin” [406]. Unfortunately, no cyclic triaxial test data is available

for the Malaysian kaolin clay.

During the high-cycle phase of the HCA model, the change of the strain amplitude εampl due

to the change in the soil stiffness caused by the cyclic loading is taken into account using the

adaptive strain amplitude definition. In accordance with the findings of the previous section,

a characteristic length of lc = 1 m is used for the nonlocal smoothing algorithm. The reference

λ κ νh α Mc ei0 fb0 Iv R mR d β0 χ0 χmax Ca

[-] [-] [-] [-] [-] [-] [-] [-] [-] [-] [-] [-] [-] [-] [-]

0.244 0.053 0.25 1.2 0.9 2.34 2 0.015 10−4 5 3 0.1 5 30 0.005

Table 8.13: Parameters of the AVISA model for Malaysian kaolin clay used in the simulations

of the centrifuge tests
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Campl CN1 CN2 CN3 Ce Cη COCR

0.6 0.00115 0.8 0.0 -0.97 2.9 0.5

Table 8.14: HCA model parameters for ”Karlsruhe kaolin” [406]

and updated soil stiffness required for the update of the strain amplitude is calculated using

the stiffness tensor defined in Eq. (5.23).

The simulations are performed in the following steps:

1. Application of the self-weight of the soil and pile at 1 g.

2. Application of increased gravity by the centrifuge (spin-up of the centrifuge).

3. Application of the average value of the lateral force Hav = 62.5 N linearly increasing

over a time span of 3 s.

4. Calculation of the first cycle, using the AVISA model. The average loadHav is superposed

by a sinusoidal cyclic load with the amplitude Hampl = 37.5 N.

5. Calculation of the second cycle, using the AVISA model. During this second cycle, the

strain path is recorded in each integration point. The spatial field of the strain amplitude

εampl is determined from that strain path.

6. Calculation of permanent deformations due to N = 100 further cycles using the HCA

model. The load is kept constant at its average value Hav while the permanent deforma-

tions due to the cyclic loading are predicted by the HCA model. During the high-cyclic

loading, the strain amplitude is updated every 10th calculation increment (approximately

at N = 3, 8, 15, 40, 90). Taking into account the frequency of the cyclic loading of 0.2

Hz, 500 s are simulated in the high-cycle phase.

7. 30 s of consolidation are allowed before application of the next package of cycles. Only

Hav is applied in this phase.

8. Repetition of steps 3-6 using the load magnitudes of the second package of cyclic loads

(Hav = 110 N and Hampl = 65 N).

As has been done in the study by Yang et al. [431], the results are evaluated in prototype scale.

The pile head displacement measured at the point of load application is given in Fig. 8.57 for
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Figure 8.57: Displacement of the pile head versus time for the measurements and the results

of the simulation, respectively

the measurements as well as for the results of the simulation. The results of the experiment

are displayed as mean pile head displacement beginning after the end of the second load cycle

(note that the data of the experiment for a low number of cycles is not available for which

reason the curve starts at N ≈ 3). The measured displacement after the first two cycles

of the first cyclic loading package (see the plot on the left-hand side of Fig. 8.57) is slightly

underestimated by the simulation using the AVISA model, which yields approximately 0.04 m.

The subsequent HCA phase starts at t = 1, 300 s (N = 2) and first predicts a comparatively

fast accumulation which slows down after approximately ≈ 1, 500 s. Afterwards an almost

linear increase of the pile head displacement with time (or the number of cycles, respectively)

is observed in the diagram with log-linear scale. The pile head displacement predicted by the

simulation fits well to the measurements even though the final displacement is slightly lower

in case of the experiment.

For the second load package two individual cycles are simulated again using AVISA. Due to the

larger loading magnitudes, larger displacement amplitudes are observed compared to the cyclic

loading of the first package (see the plot on the right-hand side of Fig. 8.57). Consequently,

the strain amplitude is larger leading to a higher accumulation rate of the HCA model in the

subsequent high-cycle phase. The accumulation of pile head displacement predicted by the

HCA model during this phase fits well to the values recorded in the experiment.

The curves of bending moment vs. the height of the pile after N = 1 and N = 90 cycles are

given in Fig. 8.58. The mudline is located at a vertical coordinate of 0 m. The distribution after

one cycle shows that the simulation underestimates the magnitude of the bending moment
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Figure 8.58: Comparison of the bending moment along the pile between the measurements

made in the experiment and the results of the simulations after N = 1 and N = 90 cycles

slightly but captures the general shape of the measured curve very well. After the application

of 90 cycles both the bending moment measured in the experiment and the one obtained

from the simulation have increased in magnitude. This increase is more pronounced in case of

the simulation. The accordance at N = 90 between the measurements and the results of the

simulation is almost perfect.

Figure 8.59 displays the spatial distribution of the strain amplitude εampl at N = 2 and N = 90

for the first cyclic load package (top part of figure). The largest strain amplitudes with values

above 0.1 % occur at the soil surface in the vicinity of the pile. Thus, the function fampl is

largest at this location. As has been explained earlier, the change in the strain amplitude is

taken into account using the adaptive strain amplitude definition. The spatial distribution of

the strain amplitude following the last update performed during the first cyclic load package

(at N = 90) shows that the strain amplitude has changed only slightly due to the application

of 90 cycles. Moderately larger values are obtained at the left-hand side of the pile (the average

loading of the pile is applied to the right) compared to the distribution at N = 2. The strain

amplitude is much larger for the second cyclic load package as is visible from the lower part

of Fig. 8.59. During the second cyclic load package, the change of the strain amplitude is

larger compared to the first cyclic load package as is visible from the distribution at N = 90.

Therefore, the consideration of the change in strain amplitude in the simulation with the

HCA model is judged mandatory for the cyclic loading with larger amplitudes but is of less
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Figure 8.59: Spatial distribution of the strain amplitude at N = 2 and N = 90 for the first

cyclic load package (top part of figure) and the second package (lower part of figure). Note

the different scale of the legends.

importance for the cyclic load package with lower load magnitude. This is reasonable since the

cyclic loading with higher magnitude causes larger increase in excess pore water pressure and

consequently a more pronounced reduction in soil stiffness leading to larger strain amplitudes.

The function fη, describing the dependence of the rate of accumulation on the average stress

ratio ηav, shows large values alongside the left-hand side of the pile at the start of the HCA

phase as is visible from Fig. 8.60. Since the pile is loaded to the right, the horizontal effective

stress is reduced on its left, which leads to large average stress ratios ηav. From the factors

influencing the rate of strain accumulation, fη varies the most in magnitude over the calculated
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domain. While the factor fe takes values in the range of 0.8 to 1.3, fη varies from 0 to values

above 60. fampl has a comparably modest influence with values in the range of 0 to 2 (for the

first cyclic load package). fOCR takes values reaching from 1 to 2 due to the change in the

overconsolidation ratio prior to the HCA phase caused by the first two cycles of loading.

The fields of excess pore water pressure ratio (∆pw/p0) at the beginning of the HCA phase (at

N = 2) and at the end of the simulation (at N = 100) are given in Fig. 8.61 for the first cyclic

load package. At N = 2 an increased pore water pressure in the upper half of the soil on the

right-hand side of the pile (where the soil is pushed by the pile) is evident, while a decrease

is observed in the soil on the left-hand side (where the soil is unloaded). After the application

of 100 cycles, a significant increase of the soil area near the ground surface affected by large

excess pore water pressures is observed. The increase in excess pore water pressure is due to

the tendency of the soil to compact around the pile when subjected to cyclic loading. The

consolidation process taking place simultaneously is, however, not fast enough to allow free

drainage of the pore water.
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Figure 8.60: Spatial distribution of the func-

tion fη directly at the start of the HCA phase

(N = 2) of the first cyclic load package
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Figure 8.61: Spatial distribution of the excess

pore water pressure ratio at N = 2 (left) and

at the end of the HCA phase at N = 100

cycles (right) for the first cyclic load package
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8.6 Parametric study on the long-term deformations of

monopile foundations in kaolin clay

A parametric study on the long-term behaviour of monopile foundations for OWTs in clay

using the HCA model for clay is presented in this section. A similar study considering sandy

soil has already been published by the author in [357].

The numerical model of a monopile with a diameter of D = 5 m, a length L = 30 m and a wall

thickness t = 8 cm is the same as employed for the analysis of the adaptive strain amplitude

(Section 5.2.2) given in Fig. 8.47. u27p8 elements are used to discretise the soil. The soil

volume has a height of 80 m and a radius of 50 m. No effects due to the pile installation

process are taken into account for the simulations presented in this section. The influence

of the installation process on the response to subsequent lateral loading of piles in clay is

investigated in Section 8.7.

The Coulomb friction model with a wall friction angle of δ = φc is used. The top, back and

bottom borders of the model allow any excess pore water pressure to dissipate. The lateral and

vertical loading is applied to a rigid extension of the pile above the seabed of 0.2 m. A lever

arm of h = 30 m with respect to the point of load application of the resulting horizontal load

due to water and wind waves is assumed. For all simulations an initial lateral stress coefficient

of K0 = 0.5 and a lithostatic stress distribution are set. The grain density is ρ̄s = 2.6 g/cm3.

For the monotonic and low-cycle phase, the AVISA model with the constitutive parameters

for ”Karlsruhe kaolin” is used. The parameters are given in Table 8.15 and the calibration of

the parameters is documented in [373, 374]. The initial void ratio e0 is calculated using

e0 = e(z = 0 m)− λ · log
[

p(z) ·OCR0

]

, (8.10)

where e(z = 0 m) = 1.76 is the void ratio at the seabed and λ is the virgin compression index.

An initial overconsolidation ratio of OCR0 = 1 is assumed.

In order to determine meaningful values of the cyclic loading magnitude, the pile is subjected

to monotonic loading first to identify its ultimate resistance. The required loading to reach a

pile head rotation of θ = 2◦ is applied in a transient simulation over a time span of 10 s. A

hydraulic conductivity of kw = 10−8 m/s is assumed. Based on these values, the response of the

soil is assumed to be nearly undrained during the monotonic loading. The spatial distribution

of excess pore water pressures due to monotonic loading up to a pile head rotation of θ = 2◦

displayed in Fig. 8.62a shows large excess pore water pressure at the left-hand side of the
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Figure 8.62: a) Spatial distribution of excess pore water pressure at a rotation of the monopile

(D = 5 m) of θ = 2◦ (deformation scale factor 3). b) Corresponding moment-rotation curves

for monopiles with a diameter of D = 5 m or D = 7 m.

pile tip. On the other hand, negative excess pore water pressures with values of up to −300

kPa are observed at the right-hand side of the pile tip. However, considering that the free

water table is approximately 20-30 m above the seabed, the total pore water pressure is still

approximately 200-300 kPa at the pile tip. The relation between applied moment and rotation

of the pile head (determined at the pile head extension above the seabed) is given in the plot

in Fig. 8.62b for a monopile with a diameter of D = 5 m and of D = 7 m, respectively. The

ultimate resistance is assumed to be reached at a rotation of θ = 2◦. Note that the resulting

moment corresponds to a full model. For the determination of the cyclic loading, an ultimate

moment of MR = 300 MNm for D = 5 m is assumed. For the monopile with a diameter of

D = 7 m, MR = 375 MNm is obtained. The ratio of the maximum moments MR(D = 7

m)/MR(D = 5 m)= 1.25 is less than the ratio of the diameters 7/5 = 1.4. This is important

to note, since the loading of the piles is linearly scaled with respect to their diameter in the

following.

For piles with a diameter of D = 5 m and a length of L = 30 m a cyclic loading amplitude of

Mampl = 15 MNm = 5 % ·MR and an average value of Mav = Mampl is set. The horizontal

loading is calculated using the lever arm h = 30 m: Hampl =Mampl/h and Hav =Mav/h. For

piles with larger diameter or length, both the amplitude and the average values are scaled

linearly with respect to the corresponding difference in geometry. The frequency of cyclic
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λ κ νh α Mc ei0 fb0 Iv R mR d β0 χ0 χmax Ca

[-] [-] [-] [-] [-] [-] [-] [-] [-] [-] [-] [-] [-] [-] [-]

0.13 0.05 0.3 1.8 1 1.76 1.5 0.015 10−4 3 3 0.076 7 40 0.001

Table 8.15: Parameters of the AVISA Model for ”Karlsruhe kaolin” used in the simulations of

the monopile [373, 374]

loading is assumed to be 0.1 Hz, which is a typical value found for frequencies of wind and

water waves in the offshore environment. In contrast to the simulations performed in Section

8.3.2, the loading to the average values Mav and Hav is performed in a transient analysis over

a time of 10 s. This is done because the value ofMR was also obtained by a transient analysis,

as opposed to the simulations in Section 8.3.2.

In order to evaluate the influence of the change in strain amplitude during the high-cycle phase

of the simulation, a comparison of the pile head displacements for simulations assuming values

of hydraulic conductivity of kw = 10−6 m/s and kw = 10−9 m/s, respectively, is given in Fig.

8.63. Simulations with and without application of the adaptive strain amplitude definition

according to Section 5.2.2 are compared. The update is performed every 10th increment in

accordance with the conclusions drawn in Section 8.4 regarding the required frequency of the

update. As has been done in the previous section, the reference and updated soil stiffness used

for the update of the strain amplitude is calculated using the stiffness tensor defined in Eq.

(5.23). In order to distinguish between the displacement caused by the accumulated strain

εacc calculated by the HCA equations and the displacement due to dissipation of the excess

pore water pressure caused by the loading to the average values and the first two cycles, an

additional simulation setting εacc = 0 is depicted in grey. In addition, the development of excess

pore water pressures for the two points marked in Fig. 8.62 is given for the two simulations

employing the adaptive strain amplitude on the right-hand side of Fig. 8.63. For both values

of hydraulic conductivity the consideration of the change in strain amplitude leads to a larger

accumulation of permanent horizontal pile head displacements. Therefore, the tendency is in

accordance with the tendencies observed for monopiles in sandy soils investigated in Section

8.4. However, despite the much lower hydraulic conductivity and thus larger increase in excess

pore water pressure during the high-cycle phase, the influence of the change in εampl on the

horizontal pile displacement is comparatively small. This is due to the lower Campl value for

clay compared to sand as already mentioned in Section 8.5.

The influence of the consideration of the change in strain amplitude is larger for the lower

value of hydraulic conductivity, in particular for times larger than ≈ 5 · 105 s. Much higher
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Figure 8.63: Horizontal pile head displacement for simulations with and without consideration

of the change in strain amplitude during the HCA phase assuming values of hydraulic con-

ductivity of 10−6 m/s and 10−9 m/s, respectively. An additional simulation without any strain

accumulation calculated by the HCA equations (εacc = 0) is displayed in grey. The right-hand

plot shows the development of excess pore water pressures for the two points marked in Fig.

8.62 for the two simulations employing the adaptive strain amplitude definition.

accumulation rates are observed for the simulation with adaptive strain amplitude and kw =

10−9 m/s compared to all other simulations. Similar, but much less pronounced, the simulation

with adaptive strain amplitude and kw = 10−6 m/s shows higher accumulation rates compared

to the corresponding simulation assuming a constant strain amplitude towards the end of the

simulation. A final pile head rotation of θ = 0.06◦ is observed for both simulations utilising

the adaptive strain amplitude definition.

Unsurprisingly, the consideration of a hydraulic conductivity of kw = 10−9 m/s results in a

delayed dissipation of excess pore water pressures compared to a value of kw = 10−6 m/s,

which can be seen from the right-hand side of Fig. 8.63. Up to a time of ≈ 1 · 102 s, the

increase in point PWP2 is almost identical for both simulations. In case of the simulation

with a value of kw = 10−9 m/s the accumulation rate of excess pore water pressures is higher

than the corresponding rate of dissipation up to a time of ≈ 1 · 105 s, whereas the drop of

excess pore water pressure already starts at a time of ≈ 5 · 102 s for kw = 10−6 m/s. Only the

simulation with higher value of kw reaches hydrostatic conditions in both points within the

considered simulation time.

To investigate the influence of the adaptive strain amplitude for a different pile geometry, a
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simulation of a monopile with a length of L = 42 m and a diameter of D = 5 m using a

constant strain amplitude is compared to a simulation with adaptive strain amplitude defi-

nition. All load magnitudes are increased linearly with respect to the pile with L = 30 m.

The motivation to consider another pile geometry for the investigation of the influence of

the adaptive strain amplitude is due to the larger displacement amplitude of the pile near

the ground surface for the longer pile, resulting in larger values of strain amplitude. A hy-

draulic conductivity of kw = 10−8 m/s is assumed. The resulting lateral deflection lines of the

monopile are displayed in Fig. 8.64 at N = 2 (dashed) and at N = 104 (solid). In addition,

the final pile head rotation θ is given for the simulation with adaptive strain amplitude. The

consideration of the change in strain amplitude leads to slightly larger lateral deformation at

N = 104 compared to the simulation with constant εampl, which is in accordance with the

tendencies of the previously discussed simulations. Figure 8.65 displays the field of the strain

amplitude at N = 2, 102, 103, 104 for the simulation with adaptive strain amplitude. The

spatial distribution at N = 2 is the same for both simulations, with or without adaptive strain

amplitude. Employing the adaptive strain amplitude definition, a large increase in strain am-

plitude from N = 2 to N = 102 is visible. From N = 102 to N = 104 εampl increases further

but less than from N = 2 to N = 102. The change in the spatial distribution is similar to the

one observed for the simulations considering sand presented in Section 8.4.

Despite the large change in εampl only modest influence on the horizontal pile displacement is

found. For all further calculations εampl = const. is assumed, acknowledging that the accumu-

lation during the high-cycle phase might be underestimated. This is because the pile deflection

lines are evaluated at N = 104 in the following, for which the influence of the consideration of

the change in strain amplitude is little according to the results given in Fig 8.63. A hydraulic

conductivity of kw = 10−8 m/s is assumed for all subsequent simulations.

The influence of the pile length on the long-term behaviour of the pile is investigated in the

left-hand plot of Fig. 8.66. Again, the dashed lines represent the horizontal pile displacement at

N = 2 cycles and the solid lines atN = 104 cycles. In order to take into account a larger loading

magnitude due to the increased stiffness of the pile-soil system, the applied cyclic and average

moment are linearly scaled with respect to the pile length. However, the diameter and the

lever arm are held constant. Somewhat surprisingly, the pile with a length of L = 30 m shows

the lowest value of horizontal displacement at N = 2 but the largest horizontal displacement

at N = 104 cycles. This is because the larger lateral resistance near the pile tip of the longer

piles gets activated only for larger pile head deformations, increasing the overall resistance

with ongoing cyclic loading stronger than for the shorter pile. The simulation with a length
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Figure 8.64: Comparison of the lateral deflec-

tion curves of monopiles at N = 2 (dashed)

and at N = 104 (solid). The simulations are

performed with constant εampl or with adap-

tive εampl with an update every 10th incre-

ment. A diameter D = 5 m, a lever arm

h = 30 m, a monopile length of L = 42 m

and a wall thickness of t = 8 cm are set for

both simulations.

Strain amplitude εampl [10-3]
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Figure 8.65: Fields of strain amplitude at

N = 2, 102, 103, 104 for the simulation with

adaptive strain amplitude with the lateral de-

flection line given in Fig. 8.64

of L = 30 m shows almost no bending of the pile at N = 104 compared to the other two piles.

Simulations considering different pile diameters of D = {5, 7, 9} m but a constant pile length

of L = 30 m and lever arm of h = 30 m are displayed in the right-hand plot of Fig. 8.66.

Note that the average and amplitude values of the moment are again increased linearly with

respect to the pile diameter. Similar to the results of the variation of the pile length, under the

given loading conditions an increase in pile diameter does not necessarily reduce the lateral

pile deflection. The piles with D = {7, 9} m both show larger displacement at N = 2 cycles

compared to the pile with D = 5 m. The same holds true for the deflection lines at N = 104

cycles. The pile with a diameter of D = 9 m tilts slightly less than the pile with D = 7 m.

These findings are in accordance with the results for the monotonic loading of the pile since the

ultimate moment increases less than linear with increasing pile diameter. In a similar study on

monopiles in sand presented by the author in [357], the pile deflection decreased significantly
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Figure 8.66: Comparison of the lateral deflection curves of monopiles with different lengths

L (left-hand plot) or different diameters D (right-hand plot) at N = 2 (dashed) and at

N = 104 (solid). The cyclic loading magnitude is increased linearly with increasing pile length

or increasing pile diameter (Mav =Mampl). A wall thickness of t = 8 cm is set in all simulations.

The diameter is D = 5 m for the variation of L and the length is L = 30 m for the variation

of D.

with increasing diameter despite the linear increasing load magnitude.

The influence of the wall thickness of the pile is investigated in Fig. 8.67. A small reduction

in permanent deformation of the pile with a wall thickness of t = 10 cm is observed at N = 2

and N = 104 cycles compared to the pile with t = 8 cm.

Finally, the influence of layered soils composed of sand and clay layers on the long-term

behaviour of the pile is investigated in Fig. 8.68. Two configurations of layered subsoil are

investigated: either the upper 6 m of soil consist of sand and the lower 74 m of clay or reverse.

The sandy soil is modelled using the Sanisand model for the low-cycle phase and the HCA

model for sand for the high-cycle phase. For both constitutive models the material parameters

of ”Karlsruhe fine sand” are used (see Table 8.12 for the parameters of Sanisand and Table

8.11 for the parameters of the HCA model for sand). Initially medium dense (Dr0 = 60 %)
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Figure 8.67: Comparison of the lateral de-

flection curves of monopiles with different

wall thicknesses t at N = 2 (dashed) and at

N = 104 (solid). A diameter D = 5 m and a

monopile length of L = 30 m are set for both

simulations.
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Figure 8.68: Comparison of the lateral deflec-

tion curves of monopiles at N = 2 (dashed)

and at N = 104 (solid) for layered sub-

soil with different configurations. Simulations

considering clay only, a 6 m thick layer of clay

at the ground surface with sand below and a

6 m thick layer of sand at the ground sur-

face with clay below are displayed. A diame-

ter D = 5 m and a monopile length of L = 30

m are set in all cases.

conditions and a hydraulic conductivity of kw = 10−4 m/s are assumed for the sand. The

initial conditions are defined analogously to the definitions used for the analyses presented in

Section 8.4. Unsurprisingly, the consideration of a sand layer reduces the deformations of the

pile significantly. For the configuration with an upper clay layer of 6 m, the lowest horizontal

displacement at N = 2 and N = 104 of all simulations is found. The deflection line at N = 2 is

similar for both simulations with layered soil but the deformation at N = 104 is significantly

larger for the configuration with the sand layer at the ground surface.
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8.7 Installation and subsequent lateral loading of mono-

pile foundations in clay

The influence of the installation process of monopile foundations in clay on their response

to subsequent lateral loading is investigated in the following. Up to now, no such study has

been documented in the literature. Despite a large number of numerical studies on piles in

clay subjected to lateral loading (see, for example, [224, 279, 441]), the assumption of WIP

conditions has never been shown to be justified.

So far, pile installation processes in clay have mainly been investigated using analytical or

simplified numerical methods. Particularly noteworthy are the cavity expansion methods (see,

for example, [305, 208, 10, 315, 80, 142, 219]), which assume changes in soil state due to the

installation process in radial direction only, and the strain path methods (see, for example,

[33, 327, 426, 264]), which additionally consider a dependence in vertical direction. [88] pre-

sented an approach using thin plane strain discs, modelling the soil with a rather sophisticated

hypoplastic clay model and assuming ideally undrained conditions. Earlier applications of FE

techniques to the analysis of cone penetration tests, considering the ”complete” installation

process in one model, can be found in [336]. Recent studies of cone penetration tests in clay

utilising particle FE techniques are reported in [253, 153, 445].

No attempt has yet been made to simulate the complete installation process of open-profile

piles in clay considering partially drained conditions. Such analyses are discussed in the fol-

lowing.

8.7.1 Simulation of the installation process

The CEL model used in Section 8.3.2 is adopted. In contrast to the previous two sections,

the (standard) Modified-Cam-Clay (MCC) model [317] instead of the AVISA model is used as

constitutive model. This is because the MCC model was found to be numerically more robust

for the simulation of the installation using the hydro-mechanically coupled CEL method. Since

only monotonic jacking is considered as installation technique, the MCC model is judged to be

sufficient to study the installation-induced changes in the soil state. Note that a user-defined

implementation of the MCC model is employed since the hydro-mechanically coupled extension

of the CEL method only works with user-materials in Abaqus. The model is implemented by

the author using a radial-return mapping algorithm as proposed in [55].

Analogously to the simulations presented in the previous section, ”Karlsruhe kaolin” with the

250



λ κ ν M

0.13 0.05 0.3 1

Table 8.16: Material parameters of ”Karlsruhe kaolin” for the MCC model [373]

material properties summarised in Table 8.16 for the MCC model is considered as soil. The

same critical stress ratio M(φc = 25◦) = 1 is used for compression and extension, respectively.

Different values of initial OCR are studied. In overconsolidated soils, the influence of OCR on

the lateral stress coefficient K0 should be considered. K0 is calculated using the relation

K0 = [1− sin(φc)] ·OCRsin(ϕc) (8.11)

proposed in [250], which has been applied in [212, 338] as well. A hydraulic conductivity of kw

= 10−8 m/s is assumed. The installation is performed velocity controlled with a value of 0.3

m/s. The jacking velocity influences only the inertia forces and the consolidation.

Note that the choice of the height of free water table is of great importance for the simulation

of the installation in clay, since cavitation has to be accounted for. Numerically, cavitation is

considered by the following equation:

n

K̄w
ṗw =







−div

{
KPerm

ηw

[

− grad(pw) + ρ̄w (b− üs)
]}

− div(u̇s) if pw + ṗw∆t ≥ −100 kPa

0 if pw + ṗw∆t < −100 kPa

(8.12)

Eq. (8.12) is essentially the mass balance of the pore water for fully saturated conditions.

Therein, n is the porosity, K̄w is the bulk modulus of the pore water, ṗw is the rate of pore

water pressure, KPerm is the permeability of the soil, ηw is the dynamic viscosity of the water,

pw is the pore water pressure relative to the atmospheric pressure (assumed to be 100 kPa),

ρ̄w is the density of water, b is the gravity vector, üs is the acceleration of the solid phase, u̇s

is the velocity of the solid phase and ∆t is the time increment. Unless mentioned otherwise,

the water level is assumed to be 10 m above the seabed. This shallow water depth is chosen

because, as will be explained below, a pile penetration depth of only 8 m is achieved.

The simulations are performed assuming a frictionless contact, except one simulation for which

the Coulomb friction model with a friction coefficient of µ = 0.25 is used (a value of 0.125 is

set in the definitions of the analysis, see Section 8.3.2). In analogy to the simulations of the

installation of piles in sand in Section 8.3.2, the incorrect consideration of effective normal
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contact stresses in hydro-mechanically coupled CEL simulations with Abaqus is circumvented

to some extent by defining a temperature (= ∆pw)-dependent friction coefficient, reducing with

increasing excess pore water pressure ∆pw. The same Eq. (8.9) is applied and the frictional

stress is limited to tT,crit = 100 kPa as well.

In Fig. 8.69a the pile penetration versus the jacking force is shown for different initial OCR

values. All four simulations are performed assuming a frictionless contact (µ = 0) and a water

level above the seabed of Hw = 10 m. As expected, the higher the initial value of OCR, the

higher is the jacking force required to reach the targeted penetration depth. A comparison

with a simulation considering a friction coefficient of µ = 0.25 for an initial OCR of 3 is shown

in Fig. 8.69b. The influence of the friction of the pile shaft is rather small, which justifies the

use of a frictionless contact for the other simulations. The frictionless contact is preferred due

to improved numerical stability. To investigate the influence of cavitation, Fig. 8.69c depicts

the results of a simulation where the water table is assumed to be at ground surface level

(Hw = 0 m) for an initial OCR of 6. Since the negative excess pore water pressure can reach

smaller values in the case of Hw = 10 m compared to Hw = 0 m, a higher pile resistance is

observed for Hw = 10 m.
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Figure 8.69: Pile penetration vs. jacking force for different values of initial OCR (a), different

values of friction coefficient µ (b) and different heights Hw of water table above the seabed (c)

The spatial distributions of excess pore water pressure, effective radial stress and OCR are

shown in Fig. 8.70 for initial values of OCR of OCR0 = 2 and OCR0 = 6. Note that the

geotechnical sign convention is used for the effective radial stress. For OCR0 = 6, a much
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Figure 8.70: Spatial distributions of excess pore water pressure, effective radial stress and

OCR at a pile penetration depth of 8 m for an initial OCR of OCR0 = 2 and OCR0 = 6,

respectively

larger area with negative excess pore water pressures is observed at the pile shaft. In addition,

slightly larger positive excess pore water pressures are generated below the pile tip. The soil

inside the pile tends to move downwards with the pile in the case of OCR0 = 6, which is not

the case for OCR0 = 2. Large differences between the two simulations are also observed for

the field of effective radial stress. In the case of OCR0 = 6, much higher values occur near the

pile. While the effective stress below the pile tip is reduced for the lower value of the initial

OCR, opposite trends are observed for the higher initial OCR. The higher values of effective

radial stress and negative excess pore water pressure are not unexpected considering that the

jacking force given in Fig. 8.69a is also much higher for OCR0 = 6. Due to the larger negative

excess pore water pressure at the pile shaft for OCR0 = 6, the effective radial stress at the

pile shaft increases much more compared to the simulation assuming OCR0 = 2. However, for

a larger distance from the pile shaft, both simulations show a strong decrease of the effective

radial stress compared to the initial value (h/R effect). The reduction of the radial stress with

increasing h/R is more pronounced in the case of OCR0 = 2. For the installation of piles in

sand [404, 403, 183, 433], the negative excess pore water pressures tend not to be as large

as in clay (or are not existent at all), for why the effective radial stress is lowest at the pile

shaft. This is not the case for an installation in clay, where in particular the simulation with

a higher initial value of OCR shows large values of effective stress at the pile shaft due to

negative excess pore water pressure. The spatial distribution of OCR demonstrates that the

installation process drastically reduces the initial OCR below the pile tip for both the initially

slightly overconsolidated (OCR0 = 2) and the initially more overconsolidated (OCR0 = 6)
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soil. This is due to the fact that the mean effective stress increases significantly below the pile

tip for both simulations, particularly the vertical component of the effective stress tensor. In

agreement with the observed effective stress ratios at the pile shaft, larger OCR values relative

to the initial values are observed for OCR0 = 2 as the effective stresses decrease. This is less

pronounced in the simulation with OCR0 = 6, which is due to the larger negative excess pore

water pressures already mentioned.

Fig. 8.71 shows the spatial distributions of excess pore water pressure, effective radial stress

and OCR for a simulation with an initial OCR of 3 assuming a frictionless contact and a

friction coefficient of µ = 0.25, respectively. The frictionless simulation with OCR0 = 3 shows

similar trends in the spatial distributions as observed in Fig. 8.70 for OCR0 = 2 and OCR0 = 6.

Slightly larger negative excess pore water pressures, larger effective radial stresses and lower

OCR values are encountered at the pile shaft compared to the simulation with OCR0 = 2.

Between the frictionless simulation and the simulation setting µ = 0.25 in Fig. 8.71 only

minor differences are observed. When friction is taken into account, slightly larger effective

radial stresses are obtained near the pile shaft. Accordingly, somewhat lower values for OCR

are found in this area. Overall, however, the differences are rather small, which justifies the

assumption of a frictionless contact.

Plots of the normalised effective radial stress σr/σr,0 and normalised excess pore water pressure

pw/pw0 (including the pressure from the free water table Hw = 10 m above the seabed) with

distance to the (outer) pile shaft for a depth of 5.2 m below the seabed are given for different

values of h/R in Fig. 8.72 for initial values of OCR0 = 2 and OCR0 = 6. For each value of

h/R, the spatial distribution of effective radial stress for OCR0 = 2 is given. In addition, the

line along which σr/σr,0 and pw/pw0 are evaluated is depicted in Fig. 8.72.

When passing the pile tip (h/R = 0), the effective radial stress increases significantly at

greater distance from the pile shaft for both initial values of OCR. In the immediate vicinity,

however, there is a sharp decrease, which is limited to a very small soil zone. At greater

distances from the pile tip, values greater than the initial effective radial stress are reached,

which is more pronounced in the case of the simulation with a higher initial OCR. In the

case of OCR0 = 6, the trend of the normalised pore water pressure pw/pw0 is qualitatively

very similar to that of the effective radial stress. For OCR0 = 2 and for larger values of h/R,

opposite trends are observed, as can be seen from the plots for h/R = 0.7. For this depth,

both simulations show qualitatively similar trends for both the effective radial stress and the

excess pore water pressure. As observed earlier, the higher initial OCR value leads to higher

negative pore water pressures and thus higher effective radial stresses near the pile shaft. At
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Figure 8.71: Spatial distributions of excess pore water pressure, effective radial stress and OCR

at a pile penetration depth of 8 m for an initial OCR of OCR0 = 3 assuming a frictionless

contact or a friction coefficient of µ = 0.25

greater distance from the pile shaft, almost no excess pore water pressures occur in either

simulation and the effective radial stress decreases from h/R = 0 to h/R = 0.7. The decrease

with increasing distance from the pile continues as pile penetration progresses, as can be seen

from the diagram for h/R = 1.7. While in the simulation with OCR0 = 2 the values of the

effective radial stress are almost identical to the initial values even near the pile shaft, the

effective radial stress near the pile shaft continues to increase in the case of OCR0 = 6. This

increase occurs despite a decrease in the negative excess pore water pressures.

Compared to the pile installation process in sand, where the effective radial stress tends

to decrease near the pile shaft with increasing h/R, piles in clay show an opposite tendency,

especially for higher values of initial OCR. This is consistent with research reported in [211, 51,

210], which found higher effective stresses for higher values of initial OCR prior to installation.

8.7.2 Lateral loading following the installation process

Monotonic lateral loading following the installation

A schematic representation of the studied example of an offshore wind turbine founded on a

monopile is shown in Fig. 8.73a. The load due to wind and water waves is assumed to act

at identical frequency, so it is sufficient to consider only a total horizontal force acting 8 m

above the seabed. The adopted FE model is given in Fig. 8.73b, in conjunction with the field

of excess pore water pressure following the installation with an initial OCR of 3.
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Figure 8.72: Spatial distribution of effective radial stress and corresponding plots of normalised

effective radial stress σr/σr,0 (solid) and normalised excess pore water pressure pw/pw0 (dashed)

vs. normalised radial distance r/R from the pile shaft in a depth of 5.2 m at different values

of h/R for an initial OCR of OCR0 = 2 and OCR0 = 6

In addition to the simulations that take into account the installation-induced soil changes,

WIP simulations are carried out. For these analyses, a constant density, a K0-stress state and

a hydrostatic pore water pressure distribution are assumed. The same relationship between

the initial OCR and K0 given by Eq. (8.11) is used.

The same procedures as described in Section 8.3.2 are applied for the analysis of lateral loading

following the installation process. However, for the consolidation phase prior to lateral loading,

2 ·106 s ≈ 25 days are considered in order to secure that all excess pore water pressures caused

by the installation process are dissipated. The average time to install the pile and turbine of

the offshore wind turbine in reality is about 5 days [199]. Therefore, the pile could be loaded
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Figure 8.73: a) Schematic of an offshore wind turbine and assumed lever arm h of the combined

horizontal force of wind and water waves. b) Numerical model to analyse the lateral loading

of the pile after installation and the transferred spatial distribution of the excess pore water

pressure after jacking with an initial OCR of 3. Note that only the outer nodes of the finite

elements are visible. c) Spatial distributions of normalised OCR and normalised horizontal

effective stress σr/σr,0 before and after the consolidation process for the jacked pile with

OCR0 = 3.

by wind and water waves before the hydrostatic conditions are reached. Such a scenario is not

considered in order to allow a clear comparison with the WIP simulations, which also assume

hydrostatic conditions.

Since only 8 m of penetration depth are achieved for the piles in clay, the pile in the fully

Lagrangian analysis in numgeo has also only a length of 8 m. The remaining geometrical

specifications are analogous to those used in Section 8.3.2. The MCC model is employed for

the monotonic loading as well as for the low-cycle phase preceding the simulation of the high-

cycle phase with the HCA model for clay. The same material parameters as for the simulation

of the installation process are adopted.

The following steps are performed for the monotonic loading of the piles:

1. After transferring the void ratio, effective stress, OCR and excess pore water pressure,

a consolidation analysis is performed before loading the pile. 2 · 106 s ≈ 25 days are

considered, which is sufficient time for the dissipation of all excess pore pressure. The

soil-pile system is allowed to deform such that static force equilibrium is achieved. This

is necessary because the system is not in static force equilibrium at the end of the instal-
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lation process due to inertial forces. As a result, the soil shows a maximum displacement

of ≈ 5 mm in this calculation phase. For the WIP simulation, only the contact between

pile and soil is initialised in this step.

2. The pile is loaded vertically with a magnitude of 0.2 MN to account for the weight of

the structure supported by the pile. Compared to the vertical loads in real wind farms,

this load is rather small, even if the lower embedment length is accounted for. This is

because in the WIP simulations, larger values of vertical load lead to very large vertical

displacements of up to 1 m for OCR0 = 1, indicating a failure of the pile that cannot be

modelled with a fully Lagrangian model. This is not the case for the jacked pile, where

only small vertical displacements are observed (≈ 4 cm for the jacked pile vs. ≈ 40 cm

for the WIP simulation in case of OCR0 = 1 and a load of 0.2 MN). These results already

demonstrate the importance of considering the installation process, since the application

of a realistic vertical load is not possible in case of the WIP simulations.

3. The moment applied at seabed level, see Fig. 8.73a, is linearly increased until a rotation

of 4◦ is reached at the pile head. Assuming a lever arm of 8 m, the horizontal load is in-

creased linearly at the same time. This step is carried out either assuming ideally drained

conditions or partially drained conditions with a hydraulic conductivity of kw = 10−8

m/s. In the latter case, the loading required for a pile head rotation of 2◦ is approxi-

mately reached at 10 s of loading, resulting in nearly ideally undrained conditions during

loading.

Figure 8.73c shows the spatial distributions of normalised OCR (OCR/OCR0) and normalised

horizontal effective stress σr/σr,0 before and after the consolidation phase performed in step

1 for the simulation assuming an initial OCR of 3. The fields before consolidation correspond

to the transferred fields from the installation simulation. The consolidation process changes

both fields significantly. As the negative excess pore water pressure dissipates at the pile shaft,

the effective radial stress decreases, leading to an increase in OCR, especially inside the pile.

At greater distances from the pile shaft, values greater than OCR0 = 3 are also achieved. In

addition, an increase in OCR below the pile tip is observed. Here, two opposing effects are at

work, namely the increase in effective stress due to dissipation of the positive excess pore water

pressure and the decrease of the effective stress due to the unloading of the pile by releasing

the jacking force. Apparently, the second effect outweighs the first. Figure 8.73c shows that

strong installation-induced changes in the soil state are present even after consolidation is

completed.

258



0 1 2 3 4
Rotation [ ]

0

2

4

6

8

M
o
m

e
n
t 

[M
N

m
]

Ideally drained loading

OCR0 = 6

OCR0 = 3

OCR0 = 2

OCR0 = 1

0 1 2 3 4
Rotation [ ]

0.0

2.5

5.0

7.5

10.0

12.5

Partially drained
loading (t ( = 2 ) 10 s)

OCR0 = 6

OCR0 = 3

OCR0 = 2

OCR0 = 1

Figure 8.74: Comparison of moment vs. rotation plots of jacked and WIP piles assuming

ideally drained conditions (left-hand plot) and partially drained conditions (right-hand plot),

respectively, for different values of initial OCR (moments are given for a full 3D model)

The results of the monotonic load tests for four different values of initial OCR are shown in

Fig. 8.74. Two different loading scenarios are investigated. Either the load is increased linearly,

assuming ideally drained conditions (left-hand plot) or partially drained conditions (right-

hand plot). Note that some simulations do not converge when the load is increased further,

which is why not all results are shown up to a rotation of 4◦. Not surprisingly, accounting for

partially drained conditions (including the change in pore water pressure) results in higher pile

head moments, as negative excess pore water pressure significantly increases resistance. This

is more pronounced for larger values of OCR0. Very similar responses for jacked and WIP

piles are observed for the initial phase of monotonic loading for both drainage conditions.

However, at high values of rotation, the WIP piles exhibit lower resistance than the jacked

piles. This is true for all values of OCR0 and becomes even more evident for higher values

of initial overconsolidation ratio. The larger OCR0, the greater is the rotation at which the

jacked piles and the WIP piles begin to diverge. These results indicate that the assumption

of WIP conditions is conservative with respect to pile rotation and that the stiffness of the

soil-pile system at small rotations, an important aspect for the design of offshore wind turbine

foundations, is not significantly affected by the installation-related changes in soil state.

High-cyclic lateral loading following the installation

After the first and second step in which the vertical load is applied (see the steps performed

for the monotonic loading), the simulations with high-cyclic lateral loading are performed in
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the following steps:

3. Application of the average value of the moment Mav and the average value of the hori-

zontal load Hav. Both the moment and the horizontal load are applied at the level of the

seabed, see Fig. 8.73a. Depending on the initial value of OCR, different load magnitudes

are studied. The considered loading scenarios are listed in Table 8.17. For each case, the

ratio of the average value of moment Mav to the moment resistance MR at a rotation of

2◦ for the jacked pile is given.MR is obtained from the drained monotonic tests displayed

in Fig. 8.74. The magnitudes of Mav and Hav are identical for both the jacked and WIP

piles. This step is performed ideally drained, assuming that there is sufficient time for

any excess pore water pressures caused by the average loading to dissipate before the

cyclic loading starts.

4. Application of the first load cycle with a horizontal load amplitude Hampl = Hav and a

moment amplitude of Mampl = Mav (see Table 8.17). This and all subsequent steps are

carried out considering partially drained conditions, i.e. excess pore water pressures and

consolidation processes. A frequency of 0.1 Hz for the cyclic loading is assumed.

5. Repetition of the previous step, recording the strain path at each integration point of

each soil element of the model. The strain amplitude is calculated at the end of the step

OCR0 MR(θ = 2◦) [MNm] Mav =Mampl [MNm] Mav /MR(θ = 2◦)

1 2.5
0.25 0.1

0.5 0.2

2 4.2
0.25 0.06

0.5 0.12

3 5.5
0.5 0.09

0.75 0.14

6 6.5
0.75 0.12

1.5 0.23

Table 8.17: Values of the average momentMav and the amplitude of the momentMampl used for

the analyses of the high-cyclic loading of the piles. Two different cases are considered for each

initial value of OCR0. In addition, for each cyclic loading scenario, the moment resistanceMR

at a rotation of 2◦ (see left-hand plot of Fig. 8.74) for the jacked piles and the corresponding

ratio of Mav/MR are given.
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based on the recorded strain path.

6. Simulation of 106 additional load cycles using the HCA model, applying only the average

load Hav andMav. To simulate N = 106 cycles with a frequency of 0.1 Hz, a total time of

107 s is considered. The strain amplitude is updated in every 10th calculation increment

using the adaptive strain amplitude with a characteristic length of lc = 1 m. This

corresponds to updates at N ≈ {3, 5, 12, 30, 100, 300, 103, 3 · 103, 104, 3 · 104, 8 ·
104, 2 · 105, 4 · 105, 5 · 105, 6 · 105, 6 · 105, 8 · 105}.

The normalised horizontal pile head displacement u/D as a function of time for the simulations

with an initial OCR of 1 is shown in Fig. 8.75a and for an initial OCR of 2 in Fig. 8.75b for the

jacked and the WIP piles, respectively. Two different values for the momentMampl =Mav (and

thus the horizontal load Hampl = Hav) are compared. In the simulation with OCR0 = 1 and

Mampl = Mav = 0.25 MNm, the installation process influences both the short-term (N ≤ 10)

and the long-term (N > 10) response only insignificantly. However, the simulation taking into

account the installation process leads to slightly larger pile head displacements in the long

term. For the simulation with OCR0 = 1 and Mampl = Mav = 0.5 MNm, the assumption of

WIP initial conditions leads to larger short- and long-term displacements. Very large values

of pile head rotation are already reached at N = 102 (103 s), leading to non-convergence of

the simulation.
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Figure 8.75: Comparison of normalised horizontal pile head displacement u/D vs. time plots

of jacked and WIP piles for an initial OCR of 1 (a) and 2 (b). The load magnitudes are either

Mampl = Mav = 0.5 MNm and Hampl = Hav = 0.5/8 MN (solid lines) or Mampl = Mav =

0.25 MNm and Hampl = Hav = 0.25/8 MN (dashed lines). The pile head rotation θ is given at

N = 2 and at the end of the HCA phase.
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A much larger influence of the installation process is found for an initial OCR value of 2,

as can be seen from Fig. 8.75b. While both jacked and WIP piles result in similar pile head

displacements for both load magnitudes in the short-term, the WIP simulations predict much

greater deformations in the long-term. This is more pronounced for the higher load magnitudes.

Very similar observations can be made for the simulations with OCR0 = 3, as can be seen from

Fig. 8.76a. The negligence of the installation process leads to significantly larger deformations

in the long-term for both load magnitudes. In contrast to the simulation with OCR0 = 2,

however, the WIP simulations result in somewhat smaller deformations in the short-term

(N ≤ 10). This is also evident from the results of the simulation with an initial OCR of 6,

given in Fig. 8.76b. The WIP simulation results in lower pile head displacement up to N = 102

(103 s) for Mampl = Mav = 1.5 MNm, but a much higher accumulation of deformations for

larger numbers of load cycles. Similar but less pronounced tendencies are observed for the

simulations with lower load magnitude. However, more load cycles are required before the

WIP simulation shows larger deformations compared to the jacked pile.
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Figure 8.76: Comparison of normalised horizontal pile head displacement u/D vs. time plots

of jacked and WIP piles for an initial OCR of 3 (a) and 6 (b). For OCR0 = 3, the load

magnitudes are either Mampl =Mav = 0.75 MNm and Hampl = Hav = 0.75/8 MN (solid lines)

or Mampl = Mav = 0.5 MNm and Hampl = Hav = 0.5/8 MN (dashed lines). For OCR0 = 6,

the load magnitudes are eitherMampl =Mav = 1.5 MNm and Hampl = Hav = 1.5/8 MN (solid

lines) or Mampl = Mav = 0.75 MNm and Hampl = Hav = 0.75/8 MN (dashed lines). The pile

head rotation θ is given at N = 2 and at the end of the HCA phase.

Overall, the simulations show that the installation has a significant influence on the long-term

behaviour of the pile, especially for overconsolidated soils. The assumption of WIP conditions
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tends to lead to higher accumulation rates and is therefore judged conservative with respect

to the long-term cyclic behaviour of the pile. However, with increasing OCR, WIP conditions

result in lower pile head displacements in the short term. Compared to the long-term cyclic

behaviour, these differences between the two simulation types are smaller in the short-term.

To investigate by which effects the differences between the two simulation types are caused,

the spatial distributions of the normalised mean effective stress (p/p0) and OCR/OCR0 at

different times and numbers of cycles of the analyses, respectively, are given in Fig. 8.77a,b

for the simulations with OCR0 = 3. At N = 2, the mean effective stress in the case of the

jacked pile is much higher at the pile tip and at the mean height of the pile compared to the

WIP simulation. At N = 105, the mean effective stress is reduced significantly in the vicinity

to the pile shaft for both analyses, but less for the jacked pile. At the same time, the spatial

distribution of OCR shows much larger values around the pile shaft for the jacked pile as

well. Since the mean effective stress at the outer pile shaft is initially larger in the case of

the jacked pile, the potential increase in OCR is much larger with continued cyclic loading.

Considering that the installation in clay with a higher initial OCR results in a large increase

in effective stresses (see Fig. 8.70), but subsequent cyclic lateral loading results in a similarly
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Figure 8.77: a) Spatial distributions of normalised mean effective stress p/p0 for jacked and

WIP piles at different times of the analyses. b) Spatial distributions of OCR/OCR0 for the

same simulations at N = 2 and N = 105. The deformed configurations without a scale factor

are displayed (OCR0 = 3 for all simulations).
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large decrease in mean effective stresses, the OCR under cyclic lateral loading increases more

for the jacked pile compared to the WIP simulation. Such a decrease in mean effective stress

under cyclic lateral loading of piles in clay is also frequently observed in experiments and field

tests, resulting in a reduction in the stiffness of the soil-pile system [299, 220, 200].

The spatial distributions of the strain amplitude at different numbers of load cycles are given

in Fig. 8.78 for the jacked and WIP pile with OCR0 = 3. As mentioned earlier, the strain

amplitude is calculated from the second load cycle and updated several times during the high-

cycle phase using the adaptive strain amplitude definition. This definition takes into account

the change in soil stiffness due to changes in effective stress and void ratio. Since both the

Strain amplitude �ampl [%]
02.5>5

WIPJacking

N = 2

N = 102

N = 103

N = 104

Figure 8.78: Spatial distribution of the strain amplitude at different numbers of load cycles for

the jacked and WIP pile with OCR0 = 3. The deformed configurations without a scale factor

are displayed.
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mean effective stress and the void ratio decrease during the high-cyclic loading (see Fig. 8.77

for the mean effective stress), the stiffness decreases as well. This results in a continuous

increase of the strain amplitude with increasing number of load cycles. In accordance with

the spatial distribution of the normalised mean effective stress given in Fig. 8.77, the strain

amplitude for the jacked pile increases less compared to the WIP simulation. This is especially

the case in the lower third of the pile. Around the pile head, the differences in the change in

strain amplitude are less pronounced, with both distributions being comparable at N = 104.

Therefore, the large differences between the two simulation types in the long-term behaviour

of the pile observed in Fig. 8.76a are not due to differences in strain amplitude, but primarily

caused by differences in OCR, as mentioned earlier.

The spatial distributions of the normalised excess pore water pressure ∆pw/pw0 (including the

pressure from the free water table 10 m above the seabed) at different numbers of load cycles

are given in Fig. 8.79 for OCR0 = 3. The WIP simulation predicts a higher accumulation of

excess pore water pressures compared to the jacked pile. This is most prominent for the soil

below the pile tip, where the jacked pile shows initially much higher values of mean effective

stress compared to the WIP simulation (see Fig. 8.77).

The adaptive strain amplitude definition is used to account for the influence of the change in

soil stiffness during the high-cycle phase on the strain amplitude calculated from the second

load cycle. The significance of updating the strain amplitude is discussed in the following.

Figure 8.80 shows the normalised horizontal displacement u/D of jacked piles with an initial

OCR of 3 assuming a constant strain amplitude during the high-cycle phase (const. εampl)

or using the adaptive strain amplitude definition (εampl(N)). As mentioned earlier, the strain

amplitude is updated every 10th calculation increment during the high-cycle phase, giving a

total of almost 20 updates.

Figure 8.80 shows that the assumption of a constant strain amplitude is justified up to N = 104

(105 s), but leads to a much lower accumulation of permanent pile head displacements for a

larger number of load cycles. This is consistent with the spatial distribution of the strain

amplitude given in Fig. 8.78, which shows the largest increase from N = 103 to N = 104. As

explained earlier, the increase in strain amplitude is due to the decrease in mean effective stress

and void ratio during the high-cyclic loading, which leads to a decrease in soil stiffness (and

hence in stiffness of the soil-pile system as well). Figure 8.80 demonstrates that the assumption

of a constant strain amplitude is not conservative, especially for a larger number of load cycles.

Therefore, updating the strain amplitude for the HCA model for clay is considered mandatory

when a large number of load cycles must be considered.
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Figure 8.79: Spatial distribution of the normalised excess pore water pressure ∆pw/pw0 at

different numbers of load cycles for the jacked and WIP pile with OCR0 = 3. The deformed

configurations without a scale factor are displayed.

Overall, based on these simulations the influence of the installation on the response of the

pile to lateral loading is judged to be comparatively small for the initial phase of monotonic

or cyclic loading. For larger rotations or larger numbers of load cycles the jacked piles ex-

hibit a larger resistance compared to the WIP piles. Therefore, in terms of resistance, WIP

simulations are judged conservative. However, as has been shown for the installation of piles

in sandy soils, these conclusions are certainly not universally valid. Strong influence of the
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Figure 8.80: Comparison of normalised horizontal pile head displacement u/D vs. time plots

of jacked piles for an initial OCR of 3 assuming a constant strain amplitude during the high-

cycle phase (const. εampl) or using the adaptive strain amplitude definition (εampl(N)). The

load magnitudes are Mampl =Mav = 0.75 MNm and Hampl = Hav = 0.75/8 MN.

drainage conditions during installation, the installation technique and specifications (includ-

ing influence of the pile penetration rate), the pile geometry and the initial soil conditions is

expected. In addition, the simulations performed utilise a rather simple constitutive model for

the monotonic and low-cycle phase. Future work should investigate if the drawn conclusions

hold also when employing more complex constitutive models, able to account for effects due

to cyclic loading and anisotropy (e.g. the AVISA model).

267



Chapter 9

Summary and outlook

9.1 Summary

9.1.1 Hydro-mechanically coupled finite elements and investigation

of relative acceleration

A five-phase model for the continuum-mechanics description of the soil has been adopted,

allowing to consider free and residual fluid phases. Three phases (namely the solid, the free

pore water and the free pore air) were assumed to move relative to each other. The governing

equations for such a formulation have been derived and were discretised spatially using the

finite element method in a Lagrangian framework. An implicit u-p-(p)-U-(U) element for-

mulation has been derived and implemented, which discretises the displacement of the solid

phase as well as the fluid pressures and the fluid displacements of the pore water and pore

air phase. Existing finite element formulations are based on a u-p-(p) formulation, which does

not discretise the pore fluid displacements. In the framework of the u-p-(p) formulation it

is assumed that all phases have the same acceleration, which is a valid assumption only in

case of modest dynamic wave frequencies and low hydraulic conductivity. No such assumption

is required in case of the u-p-(p)-U-(U) formulation. Since there exists a lack of clarity in

the literature regarding the influence of relative acceleration (and hence the applicability of

the u-p-(p) formulation), a novel scheme to estimate the error made using the assumption

of identical accelerations has been proposed. For this purpose, a semi-analytical solution for

the wave propagation in a fluid-saturated 1D column has been developed, which, in contrast

to existing solutions, takes into account the relative acceleration. It was then shown that for

specific loading conditions this semi-analytical solution allows to express the influence of the
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relative acceleration solely in terms of the highest wave frequency and hydraulic conductivity.

The existing method to estimate the influence of relative acceleration requires to define a so-

called characteristic length, which has no physical meaning and can be difficult to estimate.

Using the novel approach, a threshold value of frequency of 50 Hz was identified at which rel-

ative acceleration still can be neglected. Lower values of frequency showed only insignificant

influence of relative acceleration. In addition, only for a hydraulic conductivity larger than

≈ 5 · 10−4 m/s any influence of relative acceleration was found.

The implementation of a u-p-(p)-U-(U) formulation in the finite element program numgeo

and the comparison to other finite element formulations such as the u-p-(p) and the u-U-(U)

formulation was presented. The element formulations have been validated based on the derived

semi-analytical solution.

A hydro-mechanically coupled finite element formulation based on an Eulerian framework,

which allows to simulate BVPs with large-deformations, and an explicit time integration using

the commercial finite element program Abaqus has been proposed as an extension of an existing

approach. The novelty of the proposed scheme lies in the consideration of the acceleration of

the fluid phase, which has been neglected in the original approach. The proposed hydro-

mechanically coupled Eulerian method showed a good accordance with the previously derived

semi-analytical solution (in dependence of the number of finite elements used for the Eulerian

calculation).

9.1.2 Constitutive models

Different advanced constitutive models for low-cyclic as well as high-cyclic loading have been

implemented and partly extended in the framework of this thesis. The hypoplastic model with

intergranular strain extension and the Sanisand model have been implemented anew in order

to improve the numerical stability for the analysis of pile driving. The high-cycle accumulation

(HCA) model for sand has also been implemented anew in order to enhance its convergence

ratio in comparison to the existing implementation. In addition to the HCA model for sand,

the HCA model for clay proposed in [406] has been implemented using a plastic strain rate

based on the Modified-Cam-Clay model.

The HCA models have been extended by an adaptive strain amplitude, which enables to

consider the change of soil stiffness on the strain amplitude during the high-cycle phase without

the need to perform update cycles. A scaling with respect to the change in soil stiffness

during high-cyclic loading was proposed, which, however, had to be combined with a nonlocal

smoothing algorithm following the update of the strain amplitude in order to avoid localisation
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of strain accumulation. The simulation of undrained cyclic triaxial tests showed that the

application of the adaptive strain amplitude leads to a better approximation of the increase

of excess pore water pressure as well as the strain amplitude measured in the experiment in

comparison to simulations using update cycles.

9.1.3 Contact mechanics

In order to allow for numerical analyses involving contacting bodies using the in-house code

numgeo, different mortar contact discretisation techniques were developed and implemented.

An element-based mortar (EBM) discretisation technique allowing for the numerical analysis

involving large deformations and non-matching surface meshes has been implemented for 2D

and 3D analyses. A segment-based mortar (SBM) discretisation technique for 2D analyses

has been developed as well. The SBM technique divides the surface pair into finite segments

with arbitrary order of integration, allowing, in contrast to to simpler contact discretisation

techniques, for an exact integration of contact stress. Additional notes about the application

of so-called serendipity elements in contact analyses were made and the superior convergence

behaviour of elements using tri-quadratic interpolation functions was demonstrated. A nu-

merical differentiation scheme to evaluate the left-hand-side of the contact contributions was

proposed, which does not require the analytical derivation of the contact contributions with

respect to the primary (spatially discretised) variables. Such a scheme is of great importance

for the application of advanced constitutive interface models, for which an analytical derivation

can be impossible.

In the second part of the chapter, novel formulations for advanced constitutive interface models

for granular media have been developed and tested. Constitutive models such as Hypoplasticity

with intergranular strain extension and the Sanisand model can be directly applied as interface

models using the presented approaches. In order to obtain the stress state in the interface, an

extrapolation of the stress from the adjacent continuum to the interface has been proposed,

which avoids jumps in the stress between interface and continuum being the case using existing

approaches. This allows to satisfy boundary conditions not only for the continuum but also for

the interface as well as enables to consider all normal strain components in the interface zone.

In addition to interface models based on the hypoplastic and the Sanisand model, a model

for high-cyclic interface shearing based on the HCA model for sand has been developed. This

model allows to take into account the accumulation of permanent strain in the interface during

a high-cycle loading phase. The proposed models have then been applied to the simulation of

simple monotonic and cyclic interface shear tests. The novel interface formulation was found to
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give realistic normal stress conditions in the interface zone, while the existing approach resulted

in a strong jump in the stress tensor between interface and continuum. The suitability of the

HCA interface formulation has been demonstrated by the back-analysis of cyclic interface

shear tests with up to 50 cycles.

9.1.4 Finite element program numgeo

The proposed numerical schemes have been implemented into the in-house finite element pro-

gram numgeo, developed by Machaček [242] and the author of this thesis. Some details on the

implementation of the numerical schemes, especially with regard to parallel computation, have

been provided. In order to show the performance of the code, comparisons with the commercial

finite element code Abaqus were presented. The results of both finite element programs were

in good accordance, proving the functionality of numgeo. The (compiled) program including

user manuals can be downloaded from www.numgeo.de.

9.1.5 Verification of the developed methods and investigation of the

influence of pile installation on the response to subsequent

loading

The developed interface formulation for the application of (advanced) continuum soil models

as interface models has been used for the simulation of large-scale cyclic interface shear tests.

Compared to simulations using a simple Coulomb friction model, simulations using the hy-

poplastic interface model were in better agreement with the measurements of the experiment.

Using the Sanisand interface model, an even better accordance could be achieved. Both ad-

vanced interface models were found to be able to capture the different interface behaviour at

un- and reloading, which is not possible using the Coulomb friction model. Compared to the

interface formulation by Stutz et al. [366], the novel formulation was able to predict the large

increase in normal and shear stress at the reloading phase, which were found to be a result of

the increased vertical stresses in the adjacent continuum. Since the approach by Stutz et al.

considers the adjacent continuum stress only indirectly, it resulted in a worse accordance with

the measurement of the experiments.

The different finite element and contact discretisation techniques have been applied to the

analysis of vibratory pile driving tests in water-saturated sand. In a first comparison, sim-

ulations using the developed u-p-(p)-U-(U) formulation have been compared to simulations
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using the u-p-(p) formulation in order to investigate the influence of relative acceleration. In

accordance to the novel method for the evaluation of the applicability of the u-p-(p) formula-

tion derived based on the semi-analytical approach, no large influence of relative acceleration

was found, in spite of the high hydraulic conductivity (≈ 1 · 10−3 m/s) and simultaneously

high vibratory driving frequency (25 Hz). Hence, the u-p-(p) formulation was found to be a

suitable element formulation for the analysis of vibratory pile driving in water-saturated soil.

Following, the two mortar contact discretisation techniques (SBM and EBM methods) were

compared for the simulation of the vibratory pile driving tests using the Coulomb friction

model and the developed hypoplastic and Sanisand interface models. The following conclusions

were drawn from these simulations:

❼ The SBM contact discretisation proved to be more robust in terms of numerical stability

compared to the EBM method. This was especially evident with respect to the predicted

force between the vibrator and the pile head in the simulations using the Sanisand

interface model, for which the EBM method showed stronger irregularities, which were

absent when applying the segment-based technique. The results using the SBM method

were observed to be in better agreement with the measured forces. However, using the

EBM method with a larger number of integration points per finite element edge resulted

in less irregularities, giving pile forces similar to the segment-based approach.

❼ Following these conclusions, it is apparent that the contact discretisation technique plays

a key role in obtaining numerically stable results for the analysis of pile installation

processes.

❼ In terms of computational performance, the SBM contact discretisation was found to

be comparable to the EBM method, if a comparable number of integration points was

used.

❼ The comparison of simulations using a hypoplastic and a Sanisand interface model with

simulations using a simple Coulomb friction model showed that despite the smooth sur-

face of the pile the constitutive interface model influenced the predicted pile penetration

during the vibratory driving. In terms of force between the vibrator and the pile head,

however, almost no influence from the constitutive interface model was found.

In a last study on the vibratory pile driving tests, the proposed hydro-mechanically cou-

pled Eulerian finite element formulation has been applied and compared to the results using

the hydro-mechanically coupled Lagrangian finite elements. In terms of pile penetration, a

272



satisfying accordance between the Eulerian and the Lagrangian simulations was found. The

development of excess pore water pressure, however, was found to be represented worse using

the Eulerian formulation, which was traced back to the explicit time integration applied.

The influence of the pile installation on its response to subsequent lateral (high-)cyclic loading

was investigated first by the back-analysis of small-scale model tests on monopiles subjected

to 10,000 lateral load cycles. The installation of the pile was simulated using the Coupled

Eulerian-Lagrangian (CEL) method. A significant increase in the effective stress and a strong

compaction of the soil in the vicinity of the pile tip were observed. Following its installation,

the pile was first subjected to monotonic lateral loading and simulations with and without

consideration of the installation-induced changes in soil state were compared. The piles with

incorporation of the installation process showed much larger lateral resistance for both, ini-

tially medium dense and initially loose sand. A much better agreement between the results of

the model tests and the simulations with consideration of the installation process was found

compared to the wished-in-place (WIP) simulations. Similar observations were made for the

analysis of the pile when subjected to high-cyclic lateral loading. The simulations without

consideration of the installation process overestimated the rotation of the pile compared to

the measurements made in the model tests, which was more pronounced in case of the initially

loose sand. The simulations with installation were in good agreement with the measurements.

A specific investigation of the effect of installation by vibratory driving compared to impact

driving of real-scale piles for OWTs in initially dense sand showed that the magnitude of the

effective radial stress acting in the soil close to the pile shaft is less following the installation

by vibration. A stronger increase of excess pore water pressure was observed for the vibratory

driven pile. In line with these observations, the vibratory driven pile showed less densification in

the soil close to the pile for partially drained conditions. However, if ideally drained conditions

were assumed, the vibratory driven piles showed stronger compaction of the soil close to the

pile tip compared to impact driven piles. For both installation techniques the h/R effect, i.e.

decreasing magnitude of the effective radial stress with increasing distance h from the pile

tip, has been observed. Close to the pile shaft the effective stress was comparable for both

installation techniques, but in case of the impact driven piles the soil in greater distance

showed a larger magnitude of effective radial stress. Unsurprisingly, the lower the hydraulic

conductivity of soil, the higher the excess pore water pressure and the less the compaction of

the soil close to the pile tip. However, in greater distance from the pile shaft, the magnitude of

the radial effective stress was found to be larger for lower values of hydraulic conductivity due

to the development of negative excess pore water pressure. Following the installation process,

the lateral high-cyclic loading of the pile, representing wind and water load faced by offshore
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pile foundations, was simulated using the high-cycle accumulation (HCA) model and assuming

ideally drained conditions for this phase. The permanent pile head rotations after one million

loading cycles were comparable for both impact and vibratory driven piles, if the hydraulic

conductivity of the soil was kw = 10−3 m/s. However, if the installation was simulated assuming

ideally drained conditions, the vibratory driven pile showed less pile head rotation after one

million lateral load cycles, which was traced back to greater compaction of the soil caused by

the installation process compared to the impact driven pile. For a lower hydraulic conductivity

of kw = 10−4 m/s the lateral deformation of the pile was larger compared to kw = 10−3 m/s

for both installation techniques. In general, the better the drainage during driving, the less

pile head rotation occurred during the high-cyclic loading following the installation process.

The results of the study indicate that both installation techniques, vibratory and impact

driving, result in comparable long-term deformations if the pile is subjected to high-cyclic

lateral loading after the installation. However, the simulations of impact driving gave a slightly

higher rate of pile penetration during the installation process compared to vibratory driving,

resulting in worse drainage conditions. Therefore, if identical pile penetration rates would have

been achieved, less long-term deformations of the impact driven piles would be expected.

The numerical studies on a monopile under partially drained high-cyclic lateral loading with

large changes in pore water pressure during the high-cycle mode of the simulation with the

HCA model showed that the proposed schemes for the adaptive strain amplitude give similar

results as simulations incorporating update cycles. The adaptive strain amplitude, however,

allows for a much more frequent update of the strain amplitude and much less numerical effort

compared to update cycles. It was demonstrated that the solution in terms of permanent lateral

pile displacement was unaffected by the frequency of the update of the strain amplitude if the

updates were performed more frequently than every 10th calculation increment. Simulations

with an update every increment did not change the solution. The influence of the characteristic

length used for the nonlocal smoothing of the strain amplitude following its update was found

to be negligible for values chosen in a meaningful range.

The HCA model for clay proposed in [406] was validated by the back-analysis of centrifuge

tests on monopiles in water-saturated kaolin subjected to lateral cyclic loading. The adaptive

strain amplitude was used to incorporate the change in strain amplitude during the high-

cycle phase of the simulation. Both the accumulated deformations as well as the change of

bending moment with number of applied load cycles were well reproduced using the HCA

model for clay. A parametric study on the long-term behaviour of monopile foundations for

OWTs founded in clay using the HCA model for clay showed that an increase in the diameter

of the pile is not leading to a reduction in permanent lateral deflection after 10,000 loading
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cycles in case the cyclic loading amplitude is linearly scaled with respect to the diameter

of the pile. An increase in pile length on the other hand leads to a reduction in permanent

deformations even if the loading is increased proportionally to the increasing pile length. As

expected, the consideration of sand layers significantly reduces the accumulation of permanent

deformations.

Lastly, the influence of the pile installation process on the response to subsequent (high-

cyclic) loading was investigated for clayey soils. The following conclusions were drawn from

these investigations:

❼ The pile installation process in clay reduces the initial OCR values in overconsolidated

soils considerably, in particular below the pile tip. Large values of negative excess pore

water pressure are observed close to the pile shaft, which are larger at higher values

of initial OCR. The effective radial stress increases significantly below the pile tip for

initially overconsolidated soils, but much less for normally consolidated conditions. The

h/R effect, i.e. the reduction in effective radial stress at the pile shaft with increasing

pile penetration depth, is more pronounced at lower values of initial OCR, but much less

than in sandy soils due to the aforementioned negative excess pore water pressures at

the pile shaft. For larger values of initial OCR even opposite tendencies, i.e. an increase

in effective radial stress with increasing pile penetration depth, was observed.

❼ Cavitation can limit the pile resistance during installation and is important to be ac-

counted for. This is more important for larger values of initial OCR.

❼ The consolidation process after installation leads to a decrease in effective stress near

the pile shaft as negative excess pore water pressures dissipate in case of initially over-

consolidated soils. At the same time, OCR increases, even at a greater distance from the

pile shaft.

❼ Compared to the simulations neglecting the installation process, the monotonic lateral

loading behaviour of jacked piles was found to be comparable for smaller values of

pile head rotation. However, higher resistance was found for larger rotations in the

simulations that considered the installation process. The greater the initial OCR prior

to installation, the greater the rotation at which jacked and WIP piles began to diverge.

❼ When the pile was subjected to 106 lateral load cycles, simulations that neglected the

installation process resulted in a much higher accumulation of lateral pile deformations
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at larger numbers of load cycles (N > 100). This was especially pronounced for ini-

tially overconsolidated soils. For initially normally consolidated soils, installation did

not change the pile response as much.

❼ With increasing initial OCR, neglecting the installation process resulted in lower pile

deformations at a low number of load cycles (N ≤ 100).

❼ The cyclic lateral loading after the consolidation process further reduced the effective

stresses on the pile shaft while OCR increased. The increase in OCR is much more

pronounced when the pile installation process is taken into account. This is particularly

the case for initially overconsolidated soils, as the effective stress increased more during

the installation process compared to normally consolidated initial conditions.

These results indicate that the practice of neglecting the installation process, i.e. assumption

of wished-in-place conditions, is not necessarily justified for piles in clay. This is especially true

for initially overconsolidated soils and a larger number of lateral load cycles, as is the case

with piles in the offshore environment. However, in almost all cases investigated, neglecting

the installation process resulted in higher pile displacements and is therefore conservative.

In addition, the stiffness of the soil-pile system at small rotations, influencing the natural

frequency of the structure, was found to be comparable for jacked and wished-in-place piles.

9.2 Outlook

❼ A large-deformation technique should be implemented in numgeo in order to allow for the

application of the developed numerical tools also for the simulation of pile installation

without having to resort to e.g. a zipper technique to avoid mesh distortion. The Coupled

Eulerian-Lagrangian method applied in this work showed a weak performance in terms

of predicted pore fluid pressure due to the explicit time integration scheme. In addition,

with increasing pile penetration, for some points on the soil-pile interface the contact

conditions were not satisfied any more. An implicit large-deformation technique based

on a re-meshing method such as the RITSS (Remeshing and Interpolation Technique

with Small-Strain) method [176, 398, 381, 397] is hence favoured for the implementation

in numgeo.

❼ Having implemented a large-deformation technique in numgeo, the proposed constitutive

interface models could be used for the simulation of the installation of (open-profile) piles
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and compared to the results using a simple Coulomb contact. Such simulations are not

possible using the large-deformation techniques implemented in Abaqus, because the

proposed interface formulation requires an open-source finite element code.

❼ The adaptive strain amplitude definition can be used to improve the performance of the

HCA models for irregular cyclic loading with frequently changing cyclic load magnitudes.

Up to now, irregular cyclic load histories have been roughly grouped into a limited num-

ber of cyclic load packages with comparable amplitudes (and periods) based on Miner’s

rule (for ideally drained conditions). The adaptive strain amplitude definition allows to

consider a much larger number of cyclic load packages (and hence a refined analysis)

because the strain amplitude has to be calculated only once for each load amplitude. A

repetition of a cyclic load package following some interposed loading can then be simu-

lated using the initial strain amplitude updated employing the adaptive strain amplitude

definition. Future work will investigate the applicability of the presented approach for

such irregular cyclic load histories, in particular for partially drained conditions.

❼ High-cyclic interface shear tests with varying surface roughness are necessary to further

validate the proposed HCA model for interfaces. Thus far, no comprehensive experi-

mental study with more than ≈ 100 load cycles exists. Future work in this direction is

desirable.

❼ The installation process by vibratory pile driving could be simulated using the HCA

model for sand for the continuum as well as for the interface. So far, only the continuum

has been modelled using the HCA model in such analyses [278, 276].

❼ For the simulation of the installation of a real monopile by impact driving, several

tens of thousands of hammer blows are needed to be taken into account. With the

approaches used in the present work, such simulations are not possible due to the large

computational effort. An approach with implicit time integration applying the HCA

model for the installation could be studied in the future.

❼ The proposed HCA interface model could be applied for the analysis of the long-term

behaviour of monopile foundations and compared to simulations using a simple Coulomb

contact model.

❼ A simplified incorporation of the installation-induced soil changes in simulations studying

the vertical or lateral response of driven piles is desirable since the numerical simulation

of the installation process is complex and time consuming.
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❼ Effects due to grain crushing should be incorporated in the pile driving simulations since

large effective stresses (> 1000 kPa) occur in the vicinity of the pile tip. Future work

could focus on the investigation of the influence of grain grushing using the constitutive

models proposed e.g. in [64, 291].

❼ The simulation of the installation of piles in clay and the subsequent (monotonic or low-

cyclic) loading should be performed with more advanced constitutive models. Different

initial soil conditions, loading scenarios and pile geometries could be investigated as

well. In addition, different installation techniques could be investigated, since field tests

shown an influence of the installation method on the development of the decisive soil

state variables during driving [136].
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Appendix A

Constitutive models

A.1 The hypoplastic model with intergranular strain

extension and its implementation

The objective stress rate σ̊ is calculated from

σ̊ = M : ε̇ (A.1)

where ε̇ is the strain rate. The stiffness tensor M is defined by [269]

M =
[
ρχmT + (1− ρχ)mR

]
L+

{

ρχ(1−mT )L : h⃗⊗ h⃗+ ρχNh⃗

ρχ(mR −mT )L : h⃗⊗ h⃗
for

h⃗ : ε̇ > 0

h⃗ : ε̇ ≤ 0

(A.2)

with the intergranular strain tensor h, its degree of mobilization ρ and its direction h⃗ defined

as

ρ =
∥h∥
R

and h⃗ =
h

∥h∥ . (A.3)

χ, mT , mR and R are material parameters controlling the influence of the intergranular strain.

The evolution law of the intergranular strain h is [269]

h̊ =

{

(I− h⃗⊗ h⃗ρβr) : ε̇

ε̇
for

h⃗ : ε̇ > 0

h⃗ : ε̇ ≤ 0
(A.4)
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where βR is another material parameter and I is the fourth-order identity tensor. The stiffness

tensors L and N are given by the following equations [423]:

L = fbfe
1

tr(σ̂ · σ̂)(F
2
I+ a2σ̂ ⊗ σ̂) (A.5)

N = fbfefd
Fa

tr(σ̂ · σ̂)(σ̂ + σ̂∗) (A.6)

Therein σ̂ =
σ

trσ
and σ̂∗ = σ̂ − 1

3
I are used. The scalar factors are defined by

a =

√
3(3− sinφc)

2
√
2 sinφc

, fd =

(
e− ed
ec − ed

)α

, fe =
(ec
e

)β

(A.7)

and

fb =
hs
n

(
ei0
ec0

)β
1 + ei
ei

(
3p

hs

)1−n [

3 + a2 − a
√
3

(
ei0 − ed0
ec0 − ed0

)α]−1

. (A.8)

φc, hs, n, ei0, ed0, ec0, α and β are parameters and e is the actual void ratio. The pressure-

dependent void ratios ei, ec and ed in Eq. (A.7), describing the loosest, the critical and the

densest state, are calculated using the following relation [37]

ei
ei0

=
ec
ec0

=
ed
ed0

= exp

[

−
(
3p

hs

)n]

. (A.9)

p is the mean effective stress. The scalar factor F in Eq. (A.5) and Eq. (A.6) is given by

F =

√

1

8
tan(ψ)2 +

2− tan(ψ)2

2 +
√
2 tan(ψ) cos(3θ)

− 1

2
√
2
tan(ψ), (A.10)

with tan(ψ) =
√
3∥σ̂∗∥ and

cos(3θ) = −
√
6
tr(σ̂∗ · σ̂∗ · σ̂∗)

[tr(σ̂∗ · σ̂∗)]3/2
. (A.11)

The present implementation uses an adaptive explicit Euler scheme to integrate the stress rate

within a sub-stepping method and with error control (see the modified Euler method used in

[96, 97, 119] proposed by [343]). The error of the explicit scheme within every sub-increment

is calculated and the sub-step size is reduced if the error is too large. Likewise, the sub-step

size is increased if the error is small. The integration of stress and the determination of the

error of the explicit scheme is given by Algorithm 4.

In addition to the adaptive explicit Euler scheme, an implicit integration scheme using nu-

merical differentiation is programmed. For the implicit integration, the derivation of the stress
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Algorithm 4: Integration of the stress rate using an adaptive explicit Euler scheme

with error control

Result: Updated stress σ(i+1) and state variables h(i+1), e(i+1)

1 for i = 0, 1, 2, .. until t(i+1) = 1 do

2 Calculate sub-increment of strain ∆ε(i+1) = ∆ε∆t(i)

3 Calculate sub-increment of stress ∆σ(i+1),1 = M(σ(i),h(i), e(i)) : ∆ε(i+1)

4 Update stress using σ(i+1),1 = σ(i) +∆σ(i+1),1

5 Calculate sub-increment of stress ∆σ(i+1),2 = M(σ(i+1),1,h(i), e(i)) : ∆ε(i+1)

6 Calculate error defined by

R(i) =
∥∆σ(i+1),1∥ − ∥∆σ(i+1),2∥

∥∆σ(i+1),1∥

7 if R(i) < tol then

8 Update sub-increment time t(i+1) = t(i) +∆t(i)

9 Increase dimensionless time increment using:

∆t(i+1) = t(i) ·min

{

0.9

(
tol

R(i)

)0.5

; 2.0

}

with ∆t(i+1) < 1− t(i)

10 Update stress σ(i+1) = σ(i) + 1
2
(∆σ(i+1),1 +∆σ(i+1),2)

11 Update other state variables h(i+1), e(i+1)

12 Go to line 1

13 else

14 Reduce dimensionless time increment using:

∆t(i+1) = t(i) ·max

{

0.9

(
tol

R(i)

)0.5

; 0.1

}

15 Go to line 1

16 end

17 end
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increment ∆σ with respect of the strain increment ∆ε is required. An analytical derivation is

not possible for the hypoplastic model [120]. A numerical differentiation scheme proposed by

[120, 119] is therefore used. In analogy to Eq. (6.55), the derivative is rewritten to

∂∆σ

∂∆ε
=
(
J
)

i
. (A.12)

The increment in stress ∆σ is a function of the strain increment ∆ε, of the stress σ and of

state variables α, i.e. ∆σ(∆ε,σ,α). The state variables change with respect to strain, stress

and the state variables α(∆ε,σ,α) described by the function F(∆ε,σ,α). In this case, the

derivative has to incorporate the change with respect to these variables as well. The derivative

can be expressed by

d

dt

(
J
)

i
=

1

ϑ

[

∆σ
(

∆ε+ ϑIi,σ + ϑ(J
)

i
,α+ ϑ

(
G
)

i

)

−∆σ
(
∆ε,σ,α

)
]

, (A.13)

where

d

dt

(
G
)

i
=

1

ϑ

[

F(∆ε+ ϑIi,σ + ϑ
(
J
)

i
,α+ ϑ

(
G
)

i
)− F(∆ε,σ,α)

]

. (A.14)

In Eqs. (A.13, A.14), the perturbation ϑ is used. Following [120], ϑ can be estimated using

ϑ = max(1, ||∆ε||) ·
√
EPS, (A.15)

wherein EPS ≈ 10−16 is the machine precision. The advantage of the implicit scheme is not

only a larger stable increment in the sub-increment of strain but also the obtained consistent

Jacobian required by the global Newton-Raphson scheme (see Eq. 4.24). The evaluation of Eq.

(A.13), however, requires to compute the update of stress 5 (2D) or 7 (3D) times within each

sub-increment and is hence computationally expensive. Experience shows that the explicit

Euler-scheme with error control is computational superior to the implicit integration using

numerical differentiation for most BVPs, which has also been observed in [61] for an elasto-

plastic bounding surface model.

Two additional implementations are tested and compared to the new implementation: the one

by Niemunis1, which has been used extensively at the Institute of Soil Mechanics and Rock

Mechanics at the KIT, and the one by Tamagnini et al., available from www.soilmodels.com.

The implementation by Niemunis uses an explicit sub-stepping scheme with error control, the

one by Tamagnini et al. uses an implicit scheme calculating the Jacobian by the above discussed

numerical differentiation scheme. The novel implementation uses the explicit adaptive Euler-

scheme with error control.
1This implementation has originally been written by Prof. A. Niemunis but was modified by many different

researchers making the code hard to read and prone to errors
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Figure A.1: Comparison of the results of the simulations of an undrained cyclic triaxial test

using the implementations of the hypoplastic model by Niemunis, by Tamagnini et al. and the

present one (Staubach)

A cyclic undrained triaxial test is simulated using the three different implementations and

identical parameters. The results are given in Fig. A.1. The new implementation and the one

by Niemunis are in good accordance. A slightly faster accumulation of pore water pressure

is observed using the implementation by Niemunis. The implementation by Tamagnini et al.

gives considerably faster relaxation of the mean effective stress compared to the other two

implementations.

A.2 Constitutive equations of Sanisand and its imple-

mentation

Building on the original Sanisand version of 2004 [82], many extensions have been proposed.

[202] proposed an extension by an anisotropic elasticity. A version with a closed cap of the yield

surface was developed by [375] such that plastic strains can occur for stress paths with constant

stress ratio. Furthermore, [83] presented a reformulation where the model has no elastic range.

For an extension by a memory surface to allow for the simulation of several thousands of loading

cycles the reader is referred to [225, 226] and for an enhanced performance under cyclic loading

in general to [227]. In addition, an extension by a memory surface and semifluidised states has

been proposed by [35, 430] and by [290] taking into account the evolving fabric anisotropy of

sand. Despite these extensions, the original version remains a very frequently used constitutive

model due to its proven robustness in various numerical studies (see e.g. [189] and [359]).
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Different implementations of the version of 2004 exist and are partly freely available (e.g.

the implementation by Tamagnini, Martinelli and Miriano from www.soilmodels.com). These

implementations were tested in the course of the present work but were found to be numerically

not stable for the simulation of e.g. vibratory pile driving. Therefore, a new implementation

is written by the author.

In the following, the implemented equations used for the simulations with the Sanisand model

are given. They are identical to those presented in [82]. The objective stress rate is calculated

using

σ̊ = E
ep : ε̇. (A.16)

The elasto-plastic stiffness Eep is calculated by

E
ep = 2G(I− 1

3
1⊗ 1) +K1⊗ 1− ⟨L⟩ε̇−1

(
2G
[
Bn− C(n2 − 1

3
1)
]
+KD1

)
. (A.17)

⟨⊔⟩ are the Macaulay-brackets. The scalar elastic stiffness parameters G and K in Eq. (A.17)

are defined by

G = G0 patm
(2.97− e)2

1 + e

(
p

patm

) 1
2

and K =
2(1 + ν)

3(1− 2ν)
G. (A.18)

G0, patm and ν are material parameters.

The plastic multiplier L is larger than zero if the yield surface defined by

f =

[

(σ∗ − pα) : (σ∗ − pα)

] 1
2

−
√

2

3
pm < 0 (A.19)

is no longer satisfied, i.e. the trial stress is outside the elastic range. Eq. (A.19) represents a

wedge in the 2D stress space. The back-stress tensor α defines the centre of the wedge and m

is the opening of the wedge. For stress states inside of wedge, a hypo-elastic material response

follows.

The plastic multiplicator L is given by

L =
2Gn : ε̇∗ − n : r tr(ε̇)

Kp2G(B − Ctr n3)−KDn : r
, (A.20)

where

n =
σ∗/p−α
√

2/3pm
. (A.21)
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Kp is a hardening variable and defined as

Kp =
2

3
ph(αbθ −α) : n (A.22)

where h is

h =

G0h0(1− che)

(
p

patm

)
−1/2

(α−αini) : n
(A.23)

and αbθ is

αbθ =

√

2

3

[

g(θ, c)Me−nbψ −m

]

n. (A.24)

M is the stress ratio at the critical state, nb andm are parameters and ψ is the state parameter

defined as

ψ = e− ec = e− e0 + λc (pc/patm)
ξ. (A.25)

Using c =
Me

Mc

, g(θ, c) is

g(θ, c) =
2c

(1 + c)− (1− c) cos(3θ)
, (A.26)

with cos(3θ) =
√
6tr(n3). The dilatancy D is defined by

D = Ad(α
d
θ −α) : n, (A.27)

where αdθ is calculated using

αdθ =

√

2

3

[

g(θ, c)Mendψ −m

]

n (A.28)

and Ad by

Ad = A0(1 + ⟨z : n⟩). (A.29)

The change of the fabric-dilatancy tensor z with plastic volumetric strain increment is defined

by

dz = −cz⟨−dεpv⟩(zmaxn+ z). (A.30)

Lastly, the change of the back-stress tensor α is

dα =
2

3
⟨L⟩h(αbθ −α). (A.31)
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The initial back-stress tensor αini is updated to α in case of a load reversal which occurs in

case of (α−αini) : n < 0. B and C in Eq. (A.20) are defined by

B = 1 +
3− 3c

2c
g cos(3θ) and C = 3

√

3

2

1− c

c
g. (A.32)

Sanisand is implemented in an explicit scheme. To avoid any violation of Eq. (A.19) and to

take into account the incremental non-linearity, a sub-stepping scheme is applied. The strain

increment is divided into several (up to 50,000) smaller increments ensuring numerical stability.

In most cases, rapid convergence of the return-mapping algorithm is achieved. For some stress

states, however, the return-mapping algorithm may diverge. Since it is neither desirable that

the calculation is aborted in such a case nor that the simulation continues with an un-satisfied

yield criterion, a rigorous correction of the back-stress tensor α is proposed. For a given stress

state, the yield surface is exactly satisfied, i.e. the stress state is on the yield locus, in case of

α =
s

p
− n

√

2

3
m, (A.33)

with n being defined by

n = (s− pα)→. (A.34)

In Eq. (A.34) the definition (⊔)→ = ⊔/∥ ⊔ ∥ holds. Using n : n = 1 it is evident that

f in Eq. (A.19) is zero when setting α according to Eq. (A.33). Of course, this artificial

adjustment of the back-stress tensor α influences the material response and it has to be

secured that it is performed only rarely. Figure A.2 displays the change of deviatoric stress
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Figure A.2: Comparison of the results of the simulations of an undrained cyclic triaxial test

using the Sanisand implementation by Tamagnini et al. and the implementation used in this

thesis (Staubach)
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with respect to mean effective pressure for simulations of an undrained cyclic triaxial test on an

initially medium dense sample with an isotropic initial mean effective stress of p0 = 100 kPa.

The implementation of Tamagnini et al. and the present one are used. Identical constitutive

parameters are employed. The new implementation shows a faster relaxation of effective stress,

especially between cycle 3 to cycle 5. These differences can partly be traced back to different

employed integration schemes of stress and state variables, leading to a deviation in case of a

larger number of computed increments.
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Appendix B

Finite element operations and contact

mechanics

B.1 Tri-quadratic Lagrangian interpolation functions

The interpolation functions used for the u27 element introduced in Section 6.6 are supplied in

Table B.1. The derivatives with respect to the local coordinates are not given here explicitly,

but can be easily calculated. The location of the integration points and weights of the u27

element are calculated according to Eqs. (4.10, 4.11).

B.2 Partial derivatives of contact contributions for the

mortar contact discretisations

The analytical calculation of the partial derivatives of the contact contributions with respect

to the primary variables (only the u-p formulation is considered) is presented in the following.

The derivatives of both the SBM and the EBM contact discretisation techniques are covered.

First, the derivatives of the normal vector (Section B.2.1), the local convective coordinates and

integration area (Section B.2.2) and the normal contact stress (Section B.2.5) are calculated.

Following, the complete contributions to the LHS are presented in Section B.2.6 for the normal

contact force and in Section B.2.7 for the tangential force components.
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N1 =
1
8
ξ(ξ − 1)η(η − 1)ζ(ζ − 1) N10 =

1
8
ξ(ξ + 1)(1− η2)ζ(ζ − 1) N19 =

1
8
(1− ξ2)η(η + 1)ζ(ζ + 1)

N2 =
1
8
ξ(ξ + 1)η(η − 1)ζ(ζ − 1) N11 =

1
8
(1− ξ2)η(η + 1)ζ(ζ − 1) N20 =

1
8
ξ(ξ − 1)(1− η2)ζ(ζ + 1)

N3 =
1
8
ξ(ξ + 1)η(η + 1)ζ(ζ − 1) N12 =

1
8
ξ(ξ − 1)(1− η2)ζ(ζ − 1) N21 =

1
8
(1− ξ2)(1− η2)ζ(ζ − 1)

N4 =
1
8
ξ(ξ − 1)η(η + 1)ζ(ζ − 1) N13 =

1
8
ξ(ξ − 1)η(η − 1)(1− ζ2) N22 =

1
8
(1− ξ2)η(η − 1)(1− ζ2)

N5 =
1
8
ξ(ξ − 1)η(η − 1)ζ(ζ + 1) N14 =

1
8
ξ(ξ + 1)η(η − 1)(1− ζ2) N23 =

1
8
ξ(ξ + 1)(1− η2)(1− ζ2)

N6 =
1
8
ξ(ξ + 1)η(η − 1)ζ(ζ + 1) N15 =

1
8
ξ(ξ + 1)η(η + 1)(1− ζ2) N24 =

1
8
(1− ξ2)η(η + 1)(1− ζ2)

N7 =
1
8
ξ(ξ + 1)η(η + 1)ζ(ζ + 1) N16 =

1
8
ξ(ξ − 1)η(η + 1)(1− ζ2) N25 =

1
8
ξ(ξ − 1)(1− η2)(1− ζ2)

N8 =
1
8
ξ(ξ − 1)η(η + 1)ζ(ζ + 1) N17 =

1
8
(1− ξ2)η(η − 1)ζ(ζ + 1) N26 =

1
8
(1− ξ2)(1− η2)ζ(ζ + 1)

N9 =
1
8
(1− ξ2)η(η − 1)ζ(ζ − 1) N18 =

1
8
ξ(ξ + 1)(1− η2)ζ(ζ + 1) N27 =

1
8
(1− ξ2)(1− η2)(1− ζ2)

Table B.1: Tri-quadratic Lagrangian interpolation functions in three local dimensions (ξ, η, ζ)

used for the u27 element

B.2.1 Derivatives of the normal vector

The derivative of the normal vector is formulated generally such that it holds independently of

the contact discretisation. In case of the SBM method or the EBM discretisation with direct

projection to the location of the integration points, the expressions have to be evaluated for

ξigp and ηigp.

Recalling the general definition of the normal vector introduced in Eq. (4.4) and introducing

the non-normalised normal vector n̂(ξ, η)

n(ξ, η) =

∑nnode
I

∂NI(ξ, η)

∂ξ
xI ×

∑nnode
I

∂NI(ξ, η)

∂η
xI

∣
∣
∣

∣
∣
∣
∑nnode

I

∂NI(ξ, η)

∂ξ
xI ×

∑nnode
I

∂NI(ξ, η)

∂η
xI

∣
∣
∣

∣
∣
∣

= [n̂(ξ, η)]→ (B.1)

the derivation with respect to the displacement is defined by

∂n(ξ, η)

∂uJ
=

∂n̂(ξ, η)

∂uJ
∥n̂∥ −

[

n̂ · ∂n̂(ξ, η)
∂uJ

]

n̂

∥n̂∥3 . (B.2)

In Eq. (B.2), the differential ∆ of the norm of a vector ⊔ defined by

∆∥⊔ ∥ =
⊔ ·∆⊔

∥⊔ ∥ (B.3)
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is used.
∂n̂(ξ, η)

∂uJ
is defined by

∂n̂(ξ, η)

∂uJ
=

∂

∂uJ

[ nnode∑

I

∂NI(ξ, η)

∂ξ
xI ×

nnode∑

I

∂NI(ξ, η)

∂η
xI

]

. (B.4)

Using the relation
∂

∂a

(
a× b

)
= −[B], where [B] = skew(b) is defined by

[B] =






0 −b3 b2

b3 0 −b1
−b2 b1 0




 (B.5)

and
∂

∂b

(
a× b

)
= [A] = skew(a), Eq. (B.4) becomes

∂n̂(ξ, η)

∂uJ
=

[ nnode∑

I

∂NI(ξ, η)

∂ξ
skew(xI)

]
dNJ(ξ, η)

∂η

−
[ nnode∑

I

∂NI(ξ, η)

∂η
skew(xI)

]
∂NJ(ξ, η)

∂ξ
. (B.6)

In general,
∂n̂(ξ, η)

∂uJ
is unsymmetric. For every location ξ, η on a finite element face, Eq. (B.6)

is computed for the displacement uJ of every node J of the face. Component-wise, Eq. (B.6)

can be written by

∂n̂(ξ, η)

∂uJ
=

∂

∂uJ










∑n
I

∂NI

∂ξ
x2,I

∑n
I

∂NI

∂η
x3,I −

∑n
I

∂NI

∂ξ
x3,I

∑n
I

∂NI

∂η
x2,I

∑n
I

∂NI

∂ξ
x3,I

∑n
I

∂NI

∂η
x1,I −

∑n
I

∂NI

∂ξ
x1,I

∑n
I

∂NI

∂η
x3,I

∑n
I

∂NI

∂ξ
x1,I

∑n
I

∂NI

∂η
x2,I −

∑n
I

∂NI

∂ξ
x2,I

∑n
I

∂NI

∂η
x1,I










=









0
∑n

I

∂NI

∂ξ
x3,I

∂NJ

∂η
− ∂NJ

∂ξ

∑n
I

∂NI

∂η
x3,I

∂NJ

∂ξ

∑n
I

∂NI

∂η
x2,I −

∑n
I

∂NI

∂ξ
x2,I

∂NJ

∂η
∂NJ

∂ξ

∑n
I

∂NI

∂η
x3,I −

∑n
I

∂NI

∂ξ
x3,I

∂NJ

∂η

0
∑n

I

∂NI

∂ξ
x1,I

∂NJ

∂η
− ∂NJ

∂ξ

∑n
I

∂NI

∂η
x1,I

∑n
I

∂NI

∂ξ
x2,I

∂NJ

∂η
− ∂NJ

∂ξ

∑n
I

∂NI

∂η
x2,I

∂NJ

∂ξ

∑n
I

∂NI

∂η
x1,I −

∑n
I

∂NI

∂ξ
x1,I

∂NJ

∂η

0









.

(B.7)

In a similar way the derivative of the tangential vector is obtained.
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B.2.2 Derivatives of the convective coordinate

The goal is to derive an explicit expression for the derivative of the convective coordinate ξ̄(i)

(i = {1, 2}) with respect to the displacement of node I. The term used for the calculation of the

convective coordinate in 2D analyses gI ·x(2)
,ξ (ξ̄(2)) =

[
∑nnode

J N
(2)
J (ξ̄(2))x

(2)
J −x(1)

I

]

·x(2)
,ξ (ξ̄(2))

can be differentiated by u
(1)
I yielding

∂

∂u
(1)
I

{[ nnode∑

J

N
(2)
J (ξ̄(2))x

(2)
J − x(1)

I

]

· x(2)
,ξ (ξ̄(2))

}

= 0. (B.8)

Using the chain-rule, the following expression is obtained

[ nnode∑

J

∂

∂ξ̄(2)
N

(2)
J (ξ̄(2))x

(2)
J

∂ξ̄(2)

∂u
(1)
I

+
nnode∑

J

N
(2)
J (ξ̄(2))

∂x
(2)
J

∂u
(1)
I

− ∂x
(1)
I

∂u
(1)
I

]

·
nnode∑

J

N
(2)
J,ξ (ξ̄

(2))x
(2)
J

+ gI ·
nnode∑

J

∂

∂ξ̄(2)
N

(2)
J,ξ (ξ̄

(2))
∂ξ̄(2)

∂u
(1)
I

x
(2)
J + gI ·

nnode∑

J

N
(2)
J,ξ (ξ̄

(2))
∂x

(2)
J

∂u
(1)
I

= 0. (B.9)

Simplifying and rearranging yields

[ nnode∑

J

N
(2)
J,ξ (ξ̄

(2))x
(2)
J ·

nnode∑

J

N
(2)
J,ξ (ξ̄

(2))x
(2)
J + gI ·

nnode∑

J

N
(2)
J,ξξ(ξ̄

(2))x
(2)
J

] ∂ξ̄(2)

∂u
(1)
I

+
nnode∑

J

N
(2)
J (ξ̄(2))

∂x
(2)
J

∂u
(1)
I

·
nnode∑

J

N
(2)
J,ξ (ξ̄

(2))x
(2)
J −

nnode∑

J

N
(2)
J,ξ (ξ̄

(2))x
(2)
J

+ gI ·
nnode∑

J

N
(2)
J,ξ (ξ̄

(2))
∂x

(2)
J

∂u
(1)
I

= 0. (B.10)

Solving for
∂ξ̄(2)

∂u
(1)
I

and considering that
∂x

(2)
J

∂u
(1)
I

= 0 holds results in

∂ξ̄(2)

∂u
(1)
I

= −
−∑nnode

J N
(2)
J,ξ (ξ̄

(2))x
(2)
J

∑nnode
J N

(2)
J,ξ (ξ̄

(2))x
(2)
J ·∑nnode

J N
(2)
J,ξ (ξ̄

(2))x
(2)
J + gI ·

∑nnode
J N

(2)
J,ξξ(ξ̄

(2))x
(2)
J

.

(B.11)

Proceeding analogously but differentiating with respect to u
(2)
J gives

∂ξ̄(2)

∂u
(2)
J

=−
N

(2)
J (ξ̄(2))

∑nnode
J N

(2)
J,ξ (ξ̄

(2))x
(2)
J + gIN

(2)
J,ξ (ξ̄

(2))
∑nnode

J N
(2)
J,ξ (ξ̄

(2))x
(2)
J ·∑nnode

J N
(2)
J,ξ (ξ̄

(2))x
(2)
J + gI ·

∑nnode
J N

(2)
J,ξξ(ξ̄

(2))x
(2)
J

.

(B.12)

The derivatives of ξ̄(1) are obtained likewise utilising Eq. (6.29) for the EBM contact discreti-

sation and Eq. (6.37) in case of the SBM technique. The derivatives of the vector of local
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convective coordinates ξ̄
(i)

=
[
ξ̄(i), η̄(i)

]T
for 3D analyses are calculated analogously giving the

2× 3 matrix
∂ξ̄

(i)

∂u
(j)
J

.

B.2.3 Derivatives of local segment coordinates

For the SBM contact discretisation, the derivative of the local coordinates of the segment are

required. The derivative of the local coordinate of the finite element given in terms of the local

coordinate of the segment calculated using Eq. (6.40) with respect to the node displacement

is for quadratically interpolated finite elements given by

∂ξ(i)(η)

∂u
(i)
I

= −1

2
η(1− η)

∂ξ
(i)
a

∂u
(i)
I

+
1

2
η(1 + η)

∂ξ
(i)
b

∂u
(i)
I

+ (1− η2)
∂ξ

(i)
c

∂u
(i)
I

. (B.13)

The derivatives of the local convective coordinates at the segment borders (ξ
(i)
a and ξ

(i)
b ) can

be obtained with the formulas that have been derived in the previous section.
∂ξ

(1)
c

∂u
(i)
I

is defined

by

∂ξ
(1)
c

∂u
(i)
I

=
(∂ξ

(1)
a

∂u
(i)
I

+
∂ξ

(1)
b

∂u
(i)
I

)

/2. (B.14)

B.2.4 Derivatives of the integration area and volume

For 2D analyses using the SBM contact discretisation, the derivative of j
(i)
igp =

∣
∣
∣

∣
∣
∣
∂x(i)(ξigp)

∂ξ(i)

∣
∣
∣

∣
∣
∣
∂ξ(i)(ηigp)

∂η
with respect to the node displacement is required. The derivative depends on the interpolation

order of the finite elements. For quadratically interpolated elements, the second term of j
(i)
igp is

∂ξ(i)(ηigp)

∂η
= −1

2
(1− ηigp)ξ

(i)
a +

1

2
ηigpξ

(i)
a +

1

2
(1 + ηigp)ξ

(i)
b +

1

2
ηigpξ

(i)
b + (1− 2ηigp)ξ

(i)
c

(B.15)

and the derivative with respect to the displacement is consequently given by

∂∂ξ(i)(ηigp)

∂u
(i)
I ∂η

= −1

2
(1− ηigp)

∂ξ
(i)
a

∂u
(i)
I

+
1

2
ηigp

∂ξ
(i)
a

∂u
(i)
I

+
1

2
(1 + ηigp)

∂ξ
(i)
b

∂u
(i)
I

+
1

2
ηigp

∂ξ
(i)
b

∂u
(i)
I

+ (1− 2ηigp)
∂ξ

(i)
c

∂u
(i)
I

. (B.16)
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Recalling Eq. (B.3), the first term of Eq. (B.15) for quadratically or higher order interpolated

elements is defined by

∂

∂u
(i)
I

∣
∣
∣

∣
∣
∣
∂x(i)(ξigp)

∂ξ(i)

∣
∣
∣

∣
∣
∣ =

∂x(i)(ξigp)

∂ξ(i)
· ∂

∂u
(i)
I

∂x(i)(ξigp)

∂ξ(i)
/
∣
∣
∣

∣
∣
∣
∂x(i)(ξigp)

∂ξ(i)

∣
∣
∣

∣
∣
∣. (B.17)

For the EBM contact discretisation, only the first term of j
(i)
igp is relevant and hence only the

derivative given in Eq. (B.15) is required.

For 3D analyses the derivative of the determinant of the 2 x 2 matrix J(ξigp, ηigp) given by Eq.

(4.2) is required for the integration of surfaces since jigp = detJ(ξigp, ηigp) holds. In general,

the derivative of the determinant of a matrix with respect to itself is its transposed adju-

gate (Jacobi’s formula). Hence, differentiating with respect to the displacement, the required

derivative is defined by

∂ detJ

∂uJ
= adj[J(ξigp, ηigp)]

T :
∂J(ξigp, ηigp)

∂uJ
. (B.18)

For the implementation, it is convenient to write Eq. (B.18) component-wise, viz.

∂ detJ

∂uJ
=

∂

∂uJ

[ n∑

I

∂NI

∂ξ
x1,I

n∑

I

∂NI

∂η
x2,I −

n∑

I

∂NI

∂ξ
x2,I

n∑

I

∂NI

∂η
x1,I

]

(B.19)

=






∂NJ

∂ξ

∑n
I

∂NI

∂η
x2,I −

∂NJ

∂η

∑n
I

∂NI

∂ξ
x2,I

∂NJ

∂η

∑n
I

∂NI

∂ξ
x1,I −

∂NJ

∂ξ

∑n
I

∂NI

∂η
x1,I




 . (B.20)

Note that the interpolation functions in Eq. (B.19) are evaluated at the location of the inte-

gration points of the finite element face ξigp and ηigp.

For 3D analyses in an updated Lagrangian framework the derivative of the determinant of the

3 x 3 matrix J(ξigp, ηigp, ζigp) is required when integrating 3D finite elements. Again, Jacobi’s

formula is used yielding

∂ detJ

∂uJ
= adj[J(ξigp, ηigp, ζigp)]

T :
∂J(ξigp, ηigp, ζigp)

∂uJ
. (B.21)

In analogy to Eq. (B.19), it is convenient to differentiate the determinant of J before writing
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the results component-wise required for the implementation, viz.

∂ detJ

∂uJ
=

∂

∂uJ

[ n∑

I

∂NI

∂ξ
x1,I

n∑

I

∂NI

∂η
x2,I

n∑

I

∂NI

∂ζ
x3,I

−
n∑

I

∂NI

∂ξ
x1,I

n∑

I

∂NI

∂η
x3,I

n∑

I

∂NI

∂ζ
x2,I −

n∑

I

∂NI

∂ξ
x2,I

n∑

I

∂NI

∂η
x1,I

n∑

I

∂NI

∂ζ
x3,I

+
n∑

I

∂NI

∂ξ
x2,I

n∑

I

∂NI

∂η
x3,I

n∑

I

∂NI

∂ζ
x1,I +

n∑

I

∂NI

∂ξ
x3,I

n∑

I

∂NI

∂η
x1,I

n∑

I

∂NI

∂ζ
x2,I

−
n∑

I

∂NI

∂ξ
x3,I

n∑

I

∂NI

∂η
x2,I

n∑

I

∂NI

∂ζ
x1,I

]

. (B.22)

Note that the determinant of a matrix is equivalent to the determinant of its transposed. Eq.

(B.22) yields

∂ detJ

∂uJ
=










∂NJ

∂ξ

∑n
I

∂NI

∂η
x2,I

∑n
I

∂NI

∂ζ
x3,I −

∂NJ

∂ξ

∑n
I

∂NI

∂η
x3,I

∑n
I

∂NI

∂ζ
x2,I

∂NJ

∂η

∑n
I

∂NI

∂ξ
x1,I

∑n
I

∂NI

∂ζ
x3,I −

∂NJ

∂ζ

∑n
I

∂NI

∂ξ
x1,I

∑n
I

∂NI

∂η
x3,I

∂NJ

∂ζ

∑n
I

∂NI

∂ξ
x1,I

∑n
I

∂NI

∂η
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(B.23)

Again, the interpolation functions in Eq. (B.23) are evaluated at ξigp, ηigp, ζigp.

B.2.5 Normal contact contributions and derivative of the normal

contact stress

SBM discretisation technique

Assuming a frictionless case using the penalty regularisation (tN,igp = εgN,igp, t
(i)
T,igp = 0), the

contact contribution to the RHS using the SBM discretisation technique given by Eq. (6.51)
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is rewritten to

r
(i), SBM
N,I =

ngp
∑

igp

N
(i)
I [ξ(i)(ηigp)]tN,igpn

(i)
igpwigpj

(i)
igp. (B.24)

Note that the scalar normal contact stress is identical for both surfaces i. Using the penalty

regularisation, the normal contact stress is calculated using Eq. (6.45) yielding

tN,igp = εgN,igp = ε
(
x
(2)
igp − x

(1)
igp

)
· n(1)

igp

= ε
{ nnode∑

I

N seg
I [ξ(2)(ηigp)]x

(2)
I −

nnode∑

J

N seg
J [ξ(1)(ηigp)]x

(1)
J

}

· n(1)
igp. (B.25)

The derivative of the normal contact stress tN,igp with respect to the corresponding displace-

ment u
(i)
J for i = 1 is

∂tN,igp

∂u
(1)
J

= −εN seg
J [ξ(1)(ηigp)]n

(1)
igp + ε

(
x
(2)
igp − x

(1)
igp

)
·
∂n

(1)
igp

∂u
(1)
J

+ ε
{ nnode∑

I

N seg
I,ξ [ξ

(2)(ηigp)]
∂ξ(2)

∂u
(1)
J

⊗ x(2)
I −

nnode∑

J

N seg
J,ξ [ξ

(1)(ηigp)]
∂ξ(1)

∂u
(1)
J

⊗ x(1)
J

}

· n(1)
igp

(B.26)

and for i = 2

∂tN,igp

∂u
(2)
I

= εN seg
I [ξ(2)(ηigp)]n

(1)
igp + ε

(
x
(2)
igp − x

(1)
igp

)
·
∂n

(1)
igp

∂u
(2)
I

+ ε
{ nnode∑

I

N seg
I,ξ [ξ

(2)(ηigp)]
∂ξ(2)

∂u
(2)
J

⊗ x(2)
I −

nnode∑

J

N seg
J,ξ [ξ

(1)(ηigp)]
∂ξ(1)

∂u
(2)
J

⊗ x(1)
J

}

· n(1)
igp.

(B.27)

The required derivatives of the local finite element coordinates depending on the local segment

coordinate and of the normal vector have already been derived previously.

EBM discretisation technique

The contact contribution to the RHS using the EBM discretisation technique is given in

analogy to Eq. (B.24) by

r
(i), EBM
N,I =

ngp
∑

igp

N
(i)
I (ξ

(i)
igp)t

(i)
N,igpn

(i)
igpw

(i)
igpj

(i)
igp (B.28)
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if the normal contact stress is evaluated directly for the integration points (see Section 6.3).

Note that the integration points used in Eq. (B.28) are the actual integration points located

on the finite element edges or faces. In addition, every term in Eq. (B.28) is different for the

different surfaces i = {1, 2}. If the projection is performed to the nodes instead to integration

points of the paired surface, Eq. (B.28) is rewritten to

r
(i), EBM
N,I =

ngp
∑

igp

N
(i)
I (ξ

(i)
igp)

[ nnode∑

I

N
(i)
I (ξ

(i)
igp)t

(i)
N,I

]

n
(i)
igpw

(i)
igpj

(i)
igp, (B.29)

where the normal contact stress is first interpolated to the integration points of the edge or

surface of the finite element.

The derivative of the normal contact stress t
(i)
N,igp at the integration point with respect to the

corresponding displacement u
(i)
I for i = {1, 2} and j = {2, 1} is

∂t
(i)
N,igp

∂u
(i)
I

= −εN (i)
I (ξ

(i)
igp)n
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(j)
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I
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I

]

· n(j)(ξ̄
(j)
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[ nnode∑

J

N
(j)
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(j)
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I (ξ

(i)
igp)x
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I

]

·
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(j)
igp)

∂u
(i)
I

. (B.30)

In Eq. (B.30), ξ̄
(j)
igp is the convective coordinate of surface j giving the minimum distance to

the integration point of the paired surface i. Likewise,

∂t
(i)
N,igp

∂u
(j)
J

= εN
(j)
J (ξ̄

(j)
igp)n

(j)(ξ̄
(j)
igp) + ε

[ nnode∑

J

N
(j)
J,ξ (ξ̄

(j)
igp)

∂ξ(j)

∂u
(j)
J

⊗ x(j)
J −
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I

N
(i)
I,ξ(ξ

(i)
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∂ξ(i)

∂u
(j)
J

⊗ x(i)
I

]

· n(j)(ξ̄
(j)
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[ nnode∑

J

N
(j)
J (ξ̄

(j)
igp)x

(j)
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(i)
I (ξ

(i)
igp)x

(i)
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]

·
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(j)
igp)

∂u
(j)
J

(B.31)

is obtained.

When using Eq. (B.29) to integrate the contact contributions, the derivatives given by Eqs.

(B.30, B.26) hold if the quantities evaluated at the integration points are replaced by the

values at the nodes.

B.2.6 Derivatives of normal contact contributions to the LHS

Using Eqs. (B.26, B.2, B.15, B.16), the normal contact contribution to the LHS of node I of

the slave surface with respect to the displacement of a node I at the slave surface using the
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SBM contact discretisation is given by

∂r
(1), SBM
N,I

∂u
(1)
I

=

ngp
∑

igp

{

N
(1)
I [ξ(1)(ηigp)]

∂tN,igp
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igp

+N
(1)
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(1)(ηigp)]
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igp

+N
(1)
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(B.32)

∂r
(2)
N,I

∂u
(2)
I

is obtained analogously. In addition, the terms
∂r

(1)
N,I

∂u
(2)
J

and
∂r

(2)
N,J

∂u
(1)
I

have to be accounted

for, which consider the change of the contact forces with respect to the displacement of the

paired surface node.

Using the EBM contact discretisation in 2D analyses, the derivative corresponding to Eq.

(B.32) is given by

∂r
(1), EBM
N,I

∂u
(1)
I

=

ngp
∑

igp

{

N
(1)
I (ξ

(1)
igp)
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N,igp
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I (ξ
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}
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(B.33)

B.2.7 Derivatives of tangential contact contributions to the LHS

For three-dimensional analyses, the contribution to the force equilibrium of the frictional

contact forces r
(i)
T,I for the SBM contact discretisation technique is given by

r
(i), SBM
T,I =

ndim-1∑

α

ngp
∑

igp

N
(i)
I [ξ(i)(ηigp)]t

(i)
T,igp,ατ

(i)
igp,αw

(i)
igpj

(i)
igp for i = {1, 2}, (B.34)

where the subscript α denotes the local direction (ξ, η). For the EBM discretisationN
(i)
I [ξ(i)(ηigp)]

is replaced by N
(i)
I (ξ

(i)
igp).

The tangential contact stress is a function of the tangential gap and can also be a function of

the effective normal contact stress t′N,igp. The derivative with respect to the displacement is
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given by

∂t
(i)
T,igp,α

∂u
(i)
I

=
∂t

(i)
T,igp,α

∂t′N,igp

∂t′N,igp

∂u
(i)
I

+
∂t

(i)
T,igp,α

∂gT,igp,α

∂gT,igp,α

∂u
(i)
I

for i = {1, 2}. (B.35)

The derivatives
∂t

(i)
T,igp,α

∂t′N,igp
and

∂t
(i)
T,igp,α

∂gT,igp,α
are calculated in dependence of the friction model used.

They can be found in the literature for the Coulomb friction model [424] and are obtained

using the constitutive Jacobian
∂∆σ

∂∆ε
in case of the hypoplastic and Sanisand friction model

(see also Eq. (6.90)).
∂gN,igp

∂u
(i)
I

can directly be obtained by Eqs. (B.26, B.27) detaching the

penalty factor ε for the SBM contact discretisation and by Eqs. (B.30, B.31) for the EBM

technique.
∂gT,igp,α

∂u
(1)
I

for the SBM contact discretisation is given in analogy to Eq. (B.26) by

∂gT,igp,α

∂u
(1)
I

=−NI [ξ
(1)(ηigp)]τ

(1)
igp,α +

(
x
(2)
igp − x

(1)
igp

)
·
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(1)
igp,α

∂u
(1)
I

+
{ nnode∑

I

NI,ξ[ξ
(2)(ηigp)]

∂ξ(2)

∂u
(1)
I

⊗ x(2)
I −

nnode∑

J

NJ,ξ[ξ
(1)(ηigp)]

∂ξ(1)

∂u
(1)
I

⊗ x(1)
J

}

· τ (1)
igp,α.

(B.36)

The derivative with respect to u
(2)
I and for the EBM contact discretisation are obtained like-

wise. The derivatives of the tangential vectors are obtained in analogy to the derivative of the

normal vector in Section B.2.1. The remaining derivatives of Eq. (B.34) are obtained anal-

ogously to Eqs. (B.32, B.33) for the SBM and the EBM contact discretisation techniques,

respectively.

Equation (B.34) also depends on the pore water pressure pw since the effective normal contact

stress is used for the update of the tangential stress. Defining the effective normal contact

stress t′N,igp at the integration points of the segment by (see Eq. 6.43)

t′N,igp = tN,igp + pwigp =
nnode∑

L

N seg
L (ηigp)(tN,L + pwL), (B.37)

where the interpolation from the nodes introduced in Eq. (6.42) is used, the derivative with

respect to the pore water pressure pwK at node K is

∂t′N,igp
∂pwK

= N seg
K (ηigp). (B.38)

Finally, this defines the derivative of the tangential stress with respect to pwK

∂t
(i)
T,igp

∂pwK
=
∂t

(i)
T,igp

∂t′N,igp

∂t′N,igp
∂pwK

. (B.39)
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Appendix C

Additional analyses of the vibratory

pile driving tests

C.1 Simulations using an iterative solver

In addition to direct solvers, different iterative solvers and preconditioners are tested in the

framework of this thesis. The application of mixed (hydro-mechanically coupled) elements

leads to ill-conditioned sattle-point matrices for which a solution can be difficult to obtain.

The success of the iterative solving procedure strongly depends on the feasibility of the pre-

conditioner. [138] compared different preconditioners for ill-conditioned sattle-point problems

and found the multilevel incomplete LU factorization (MILU) to be the most stable one. An

incomplete LU factorization approximates a matrix A by

A = L̃Ũ. (C.1)

Typically, many entries in L̃ and Ũ are assumed zero if they are below a predefined drop-

tolerance in order to save computational resources. A serial MILU preconditioner is imple-

mented in ILUPACK [50], which has been added to numgeo by the author. Machaček has

implemented different iterative solvers (GMRES and different BICGSTAB solvers) in numgeo,

which can be used in combination with MILU.

The simulations of the vibratory pile driving model tests presented in Section 8.2 (which were

performed with the direct solver MUMPS) are repeated with GMRES in combination with MILU

in order to evaluate the feasibility of iterative solvers for hydro-mechanically coupled BVPs

(u-p elements are used) in combination with contact constraints. Note that no reordering of

DOFs is applied, i.e. the DOFs of the individual nodes are continuously listed. Initial studies
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Figure C.1: Results of a vibratory pile driving simulation using u-p elements and different

solvers. The iterative solver GMRES in combination with the MILU preconditioner is used

with different drop-tolerances. The results are compared to results using the direct solver

MUMPS.

showed that the drop-tolerance of the MILU preconditioner has significant influence on the

results of the simulation and the convergence ratio of the solver. Considerably smaller values

than typically assumed for applications in solid mechanics are necessary. The results of the

simulation of the vibratory pile driving test in terms of pile penetration vs. vibration time

using different solvers and drop-tolerances for the preconditioner are given in Fig. C.1.

For a drop-tolerance of 10−7 the solution obtained using the iterative solver shows a well

visible deviation from the results using the direct solver (MUMPS). Only for a lower drop-

tolerance of 10−9 the results of the different solvers coincide. Due to the low value of the

drop-tolerance, the preconditioning is computationally more expensive. For a drop-tolerance

of 10−9, the preconditioning alone takes approximately 10 times longer than the overall solving

process using MUMPS. Thus, the direct solver is judged to be better suited for the considered

BVP. Similar conclusions are also drawn for BVPs with a much larger number of DOFs

(e.g. simulations of shaking table tests with ≈ 400, 000 DOFs). It is worth mentioning that

simulations using other preconditioners (e.g. ILUT or ILUTP [138]) did not converge at all.

C.2 Influence of a porosity-dependent hydraulic con-

ductivity

In Section 8.2.3, the Kozeny/Carman equation is used to consider the influence of the change

in porosity on the hydraulic conductivity kw for the analysis of the vibratory pile driving tests.
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The spatial distributions of the hydraulic conductivity at 2 s and at 6.35 s of vibratory driving

are given on the left-hand side of Fig. C.2. It is well visible that due to the loosening of the soil

close to the pile shaft the hydraulic conductivity increases approximately by a factor 2 in that

zone. This creates a preferred dissipation path for excess pore water pressure in the vicinity of

the pile. Due to compaction of the soil at greater distances from the pile shaft the hydraulic

conductivity slightly decreases there, which leads to a large gradient of kw with respect to the

radial distance from the pile shaft. The plot on the right-hand side of Fig. C.2 compares the

normalised pile penetration (see Eq. (8.1)) vs. vibration time from simulations using either

a constant hydraulic conductivity kw = 1.1 · 10−3 m/s (corresponding to the value obtained

using the Kozeny/Carman equation with the initial value of porosity) or the Kozeny/Carman

equation (kw(n)). The SBM contact discretisation with Coulomb friction is applied in both

cases. While for the first 3 s the results of both simulations coincide, the simulation assuming

a constant value of kw leads to less pile penetration towards the end of the driving phase.

This can be explained by the high gradient of kw for the simulation with kw(n) resulting in

worse drainage conditions in radial direction in the vicinity of the pile tip. Therefore, higher

excess pore water pressures develop in the vicinity of the pile tip for the simulation using

the Kozeny/Carman equation. This is demonstrated in Fig. C.3, where the normalised excess

pore water pressure ∆pw/pw0 at PPT B (see Fig. 8.8) measured in the experiment and obtained

from the simulations using either a constant hydraulic conductivity kw or the Kozeny/Carman

equation (kw(n)) is displayed. ∆pw denotes the change in pore water pressure relative to the

hydrostatic pore water pressure pw0 . At the time of vibration the pile tip passes the transducer

(at approximately 5.6 s for kw(n) and 5.9 s for the constant value of kw) the simulation with

kw(n) shows slightly larger values of ∆pw/pw0 compared to the simulation with a constant

value of kw. However, even before the pile tip reaches PPT B, the consideration of the variable

hydraulic conductivity leads to larger excess pore water pressures, which also fit better to the

measured values compared to the simulation with constant kw.

In addition to the higher excess pore water pressure developing in case of kw(n), the shear

stress that can be mobilised at the pile shaft is also lower, since the upward directed flow of

pore water tangentially to the pile-soil interface close to the pile shaft reduces the effective

stress in the interface zone.
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Figure C.2: Spatial distribution of hydraulic conductivity at 2 s and at the end of driving (6.35

s) using the Kozeny/Carman equation (left) and normalised pile penetration vs. vibration time

utilising either a constant hydraulic conductivity kw or the Kozeny/Carman equation (kw(n))

for simulations with the segment-based mortar technique and Coulomb friction (right)
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Figure C.3: Normalised excess pore water pressure at PPT B (see Fig. 8.8) for the values

measured in the experiment and the simulations using either a constant hydraulic conductivity

kw or the Kozeny/Carman equation (kw(n))
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tive flow and sand densification around pile foundations under cyclic lateral loading”.

In: Granular Matter 14.1 (2012), pp. 11–25.
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effects in the dynamic lateral stiffness of monopiles in sand: Insight from field tests and

3D FE modelling”. In: Geotechnique 71.9 (2021), pp. 812–825. issn: 17517656. doi:

10.1680/jgeot.19.TI.024.

[191] K. Kim, B. Nam, and H. Youn. “Effect of Cyclic Loading on the Lateral Behavior

of Offshore Monopiles Using the Strain Wedge Model”. In: Mathematical Problems in

Engineering 2015 (2015), pp. 1–12. doi: 10.1155/2015/485319.

[192] I. Kimmig. “Untersuchungen zur Verdichtungsprognose von Sand bei der Rütteldruckverdichtung”.
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Dissertation, Veröffentlichungen des Institutes für Bodenmechanik und Felsmechanik

am Karlsruher Institut für Technologie, Heft 176. 2012.

338

https://doi.org/https://doi.org/10.1016/j.soildyn.2012.06.016
https://doi.org/https://doi.org/10.1002/nag.490
https://doi.org/https://doi.org/10.1002/nag.490
https://doi.org/10.1016/0045-7825(85)90088-X
https://doi.org/10.1016/0045-7825(85)90088-X
https://doi.org/10.1016/j.compgeo.2021.104025
https://doi.org/10.1016/j.compgeo.2021.104025
https://doi.org/https://doi.org/10.1002/nme.1620240505
https://doi.org/10.1680/jgeot.15.LM.005
https://doi.org/10.1680/jgeot.15.LM.005
https://doi.org/https://doi.org/10.1016/j.compgeo.2021.104006
https://doi.org/https://doi.org/10.1016/j.compgeo.2021.104006


[347] P. Staubach. “Beitrag zur numerischen Untersuchung dynamischer geotechnischer Fragestel-
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pp. 469–482. doi: 10.1680/geot.2010.60.6.469.

347

https://doi.org/10.1007/978-3-540-32609-0
https://doi.org/10.1680/geng.2006.159.4.285
https://doi.org/10.1016/j.cma.2007.09.004
https://doi.org/10.1002/nme.1222
https://doi.org/10.1002/nme.1222
https://doi.org/10.1002/nag.3206
https://doi.org/10.1680/jgeot.19.P.363
https://doi.org/10.1080/1064119X.2018.1545004
https://doi.org/10.1080/1064119X.2018.1545004
https://doi.org/10.1680/geot.2010.60.6.469


[433] Z. X. Yang, Y. Y. Gao, R. J. Jardine, W. B. Guo, and D. Wang. “Large Deformation

Finite-Element Simulation of Displacement-Pile Installation Experiments in Sand”. In:

Journal of Geotechnical and Geoenvironmental Engineering 146.6 (2020), p. 4020044.

doi: 10.1061/(ASCE)GT.1943-5606.0002271.

[434] F. J. Ye, S. H. Goh, and F. H. Lee. “A method to solve Biot’s u-U formulation for soil

dynamics applications using the ABAQUS/explicit platform”. In: Numerical Methods

in Geotechnical Engineering - Proceedings of the 7th European Conference on Numerical

Methods in Geotechnical Engineering. Ed. by Benz and Nordal. 2010, pp. 417–422. isbn:

9780415592390. doi: 10.1201/b10551-79.

[435] H. Zachert. Zur Gebrauchstauglichkeit von Gründungen für Offshore-Windenergieanlagen.

Dissertation, Publications of the Institute of Soil Mechanics and Rock Mechanics, Karl-

sruhe Institute of Technology, Issue No. 180. 2015.

[436] H. Zachert, T. Wichtmann, P. Kudella, T. Triantafyllidis, and U. Hartwig. “Validation

of a high cycle accumulation model via FE-simulations of a full-scale test on a grav-

ity base foundation for offshore wind turbines”. In: International Wind Engineering

Conference, IWEC 2014, Hannover. 2014.

[437] H. Zachert, T. Wichtmann, T. Triantafyllidis, and U. Hartwig. “Simulation of a full-

scale test on a Gravity Base Foundation for Offshore Wind Turbines using a High

Cycle Accumulation Model”. In: 3rd International Symposium on Frontiers in Offshore

Geotechnics (ISFOG), Oslo. 2015.

[438] H. Zachert, T. Wichtmann, P. Kudella, and T. Triantafyllidis. “Inspection of a high-

cycle accumulation model for sand based on recalculations of a full-scale test on a

gravity base foundation for offshore wind turbines”. In: Computers and Geotechnics

126 (2020), p. 103727. issn: 18737633. doi: 10.1016/j.compgeo.2020.103727.

[439] S. Zaremba. “Sur une forme perfectionée de la théorie de la relaxation”. In: Bull. Int.
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